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Lifecycle of the ISM

 10      Terahertz Astronomy

1.3  LIFECYCLE OF THE ISM
Even after half a century of study, key questions about the evolution of the ISM in the 
Milky Way and external galaxies remain.

 ∞ How and where are interstellar clouds made, and how long do they live?
 ∞ Under what conditions and at what rate do clouds form stars?
 ∞ How do stars return enriched material back to the galaxy?
 ∞ How do these processes sculpt the evolution of galaxies?

These questions can be presented in the form of a lifecycle for the ISM, in which each of 
the phases described above plays a role (see Figure 1.7). At the top of the cycle, overlapping 
spherical supernova shockwaves interfere constructively to produce local over-densities of 
warm, neutral, and atomic hydrogen clouds (WNM). The WNM clouds are converted to cool 
HI clouds (CNM) through a thermal instability and phase transition. These clouds are most 
often observed through the collisionally excited, hyperfine, spin-flip transition of hydrogen 
at 1420 MHz (λ ~ 21 cm). The clouds also radiate away energy by emission in the ionized 
carbon fine structure line ([CII]). At densities >105 cm−3, gas thermal energy can also be 
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FIGURE 1.7 Lifecycle of the ISM. Starting at the top, overlapping supernovae shock waves sweep up 
material and constructively interfere to form warm ionized/neutral atomic clouds. The clouds cool 
by radiation from dust and gas, form molecules, and fragment into clumps. The clumps continue to 
radiatively cool, and then collapse under their own weight to form stars (bottom of cycle). Through 
stellar radiation, winds, and shockwaves, the parent cloud dissipates, returning raw materials back 
to the diffuse ISM. (Adapted from Kulesa, C., 2011, IEEE Trans. Terahertz Sci. Technol., 1(1), 232. 
With permission.)
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Fig. 1. Schematic of the spectral characteristics observed toward an interstellar
cloud, featuring a 30 K continuum, an assortment of selected atomic and
molecular spectral lines, underlined by exceptional atmospheric transmission
observed from the ground (75 micrometers of precipitable water vapor at Dome
A, Antarctica) [1] and airborne platforms such as SOFIA (8 micrometers of pre-
cipitable water vapor).

this realm, however because many of the species of particular
interest are also present in the Earth’s atmosphere. Observa-
tions must therefore typically be performed from space-based
platforms [4].
Certain species provide an indirect measure of surface pro-

cesses that might otherwise be difficult to detect [5]. For ex-
ample, hydrogen chloride (HCl) plays such a role on the terres-
tial planets; it is a significant reservoir of gas phase chlorine and
is a measure of present volcanic activity on Mars [3], [6]. Other
species such as hydrogen peroxide H O may be produced
in electrostatic discharge reactions during Martian dust storms
or during normal saltation [7]. Pivotal species such as carbon
monoxide (CO) trace the formation and destruction pathways
of the dominant carbon dioxide CO molecule in the Martian
atmosphere, for example.
However, water H O and its deuterated forms (HDO, D O)

often rank among the species of greatest interest. Water is ubiq-
uitous in the Solar System—it is found in all planetary and
cometary atmospheres in gaseous form [8]; it is found in solid
form on the (sub)surface of Mars, comets, and most outer satel-
lites. In addition to Earth, liquid water was likely key to the
evolution of the Martian atmosphere, and could exist under the
ices of Europa [9], Enceladus, and other satellites. Even now,
the chemistry of the Martian atmosphere is dominated by the

TABLE I
SAMPLE OF IMPORTANT THz LINES

Observability from ground based sites and airborne conditions. Current
ground-based facility conditions such as APEX are assumed to host a
median value of 500 microns of precipitable water vapor (PWV); future
ground-based sites assume best quartile winter conditions of 75 micrometers
precipitable water vapor (PWV) on the high Antarctic plateau (equivalently
110 micrometers on exceptional days at the Chajnantor/Sairecabur summit).
The airborne facility (SOFIA) assumes 8 micrometers at an elevation of 13
kilometers. A zenith angle of 30 degrees is assumed throughout. A “Y” label
implies 25% transmission or greater, “M” implies marginal transmission
of 5–25%, whereas “N” implies typical transmission of less than 5%.
Atmospheric transmission computed from the am model [2].

photochemistry of CO and water. Water also likely played a
central role in the formation of the Solar System; with a high
abundance in the Solar nebula, it would have been one of the
dominant coolants in the inner disk. Since water is the first hy-
drogen-bearing molecule to condense as the solar nebula cools,
it determines the location of the so-called “snow line” which
separates the terrestrial planets from the outer, Jovian planets
[10].
The ratio of deuterium to hydrogen (D/H) in the Solar System

is a measurement of considerable diagnostic power and impor-
tance. The normal Galactic abundance of deuterium in the Solar
neighborhood is relative to hydrogen [11], but can be
enriched in ices and in the gas phase at low temperatures [12],
[13], and preserved in meteorites and comets. Thus, the D/H
ratio in the Solar System provides a “memory” of the physical
and chemical conditions in which water was formed there [14].
For example, the D/H ratio in Oort cloud comets appears to be
twice the value observed in Earth ocean water (Fig. 2); cometary
bombardment did therefore not solely provide Earth with its
complement of liquid water. The D/H ratio in Jovian planet
atmospheres varies significantly; Jupiter and Saturn approxi-
mately reflect the interstellar medium value, while Uranus and
Neptune are enriched in deuterium due to convective mixing
dredging of deuterium-rich grains deep in their cores [15]. This
explanation assumes that Uranus and Neptune are highly con-
vective and that their cores originated by the accululation of
cold, icy planetesimals with high D/H ratio [16]. Connecting
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bombardment did therefore not solely provide Earth with its
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COBE/FIRAS maps of [C II] & [N II]

Fixsen, Bennett, & Mather (1999)
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hot, dense regions, the [OI] 63 μm and [OIII] lines may rival the [CII] line in intensity, while 
the other fine-structure lines in Table 1.2 may be only 5–10 times weaker (Brauher et al., 
2008; Stacey, 2011). PDR gas is primarily cooled through the collisional (thermal) excitation 
of C+ and O, and subsequent radiation of the energy in [CII] and [OI] lines. Being so strong 
and optically thin, fine-structure lines radiate energy freely into interstellar space and play 
an important role in cooling the ISM throughout the Universe, providing gravity a helping 
hand in its eternal tug-of-war with thermal energy. Appearing in all phases of the ISM can 
make interpreting the origin of [CII] emission in large-scale maps difficult. Fortunately, the 
[NII] 205 μm line has similar excitation requirements as [CII] (see Table 1.2), meaning that 
where conditions are ripe for [NII] emission, [CII] will emit as well. However, due to its 
significantly higher ionization potential, [NII] emission will only occur in strongly ionized 
regions. Therefore, by comparing the [CII] and [NII] maps of a region, it is possible to deter-
mine if the [CII] is arising from ionized or neutral gas. Large-scale maps of [CII] and [NII] 
emission within the Milky Way were first made by the cosmic background explorer (COBE) 
satellite using the far-infrared absolute spectrophotometer (FIRAS) instrument (see Figure 
1.11) (Bennett et al., 1994). COBE was optimized for measuring cosmic background radiation. 
With its 7° field of view and 5% spectral resolution (~1000 km/s), it lacked the angular and 
velocity resolution to discern the origin of the fine structure emission lines.

As discussed earlier, the Milky Way is rotating. Along any given line of sight, multiple 
gas clouds may be observed. The observed velocity of a cloud is a function of its distance 
from the galactic center. With sufficient velocity resolution, it is possible to estimate the loca-
tion of a [CII] emitting region within the galaxy from its line velocity. Sensitive, heterodyne 
instruments are needed to provide the required high spectral resolution needed to separate 
the [CII] emitting clouds in velocity space. A sample [CII] spectrum taken along one line of 
sight through the Milky Way with the heterodyne instrument for the far-infrared (HIFI) (see 
Chapter 6) aboard the 3.5 m Herschel space observatory is shown in Figure 1.12. As part of the 
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FIGURE 1.11 COBE FIRAS images of Milky Way [CII] 158 μm emission (top) and [NII] 205 μm emis-
sion (bottom). Images were made at 7° angular and ~1000 km/s velocity resolution. Black swaths 
indicate unobserved regions of sky. Color bars indicate emission intensity in units of nW m−2 sr−1. 
(From Fixsen, D. J., Bennett, C. L., and Mather, J. C., 1999, Ap. J., 526, 207. With permission.)
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• All sky survey with a special 
resolution of 7° & a velocity 
resolution of 1000km/s 

• [C II] line is the dominant 
cooling line of the ISM at 
~0.3% of infrared continuum 

• [N II] & [C I] are less intense 
by a factor of 10 & 100

• [N II] line will appear at 
strongly ionized regions --> 
by comparing [C II] &[N II], 
determine if [C II] is arising 
from ionized or neutral gas



[C II] Galactic Plane Survey by BICE
• Balloon-borne Infrared Carbon Explorer 
• 15’ angular resolution & 175 km/s velocity resolution

FIG. 8.ÈFar-infrared [C II] line intensity contour map obtained by BICE with a spatial resolution of 15@. Contour levels are 0.3, 0.6, 1, 1.5, 2, 3, 4, 6, and 9 ] 10~4 ergs s~1 cm~2 sr~1. The
shading shows the observed area. Representative bright sources are labeled.
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FIG. 7.È(a) Far-infrared [C II] line intensity map obtained by BICE. (b) Far-infrared continuum map obtained from IRAS 60 and 100 km maps. O†sets are subtracted (see text). (c)(I*C II+) (IFIR)The ratio of the far-infrared [C II] line emission to the far-infrared continuum emission The spatial resolutions of the three maps are 15@.(I*C II+/IFIR).

NAKAGAWA ET AL. (see 115, 264)
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Nakagawa et al.  (1998)



• Galactic Observations of Terahertz C+    
(GOT C+) 

• [C II] survey by Herschel(3.5m)/
HIFI with 12” angular resolution  
& 0.1 km/s velocity resolution 

• 452 LOSs volume-weighted 
sample of the Galactic plane 

• Every 0.87° (|l|<60°), 1.3° (30°<  
|l| <60°), 4.5° (60°< |l| <90°), and 
4.5° to 13.5°(|l| >90°) 

• b=0°, ±0.5°, and ±1.0°, ±2.0 (|l| 
>90°)

Herschel [C II] Galactic plane survey

Langer et al. (2010), Pineda et al. (2013), Langer et al. (2014)
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 2 

them excellent tracers of the physical conditions of gas over a wide range in temperatures and 
densities. 
These far-infrared lines are key to understanding the complex physics of the gas phases of the ISM. In 
recent years, there has been an effort to explore the properties of the ISM in a variety of environments 
from the Galaxy to nearby and distant external galaxies. And while the recent advent of Herschel 
(Pilbratt et al. 2010) combined with the availability of the Atacama Large Millimetre Array (ALMA) 
has enabled observations of some of these lines and subsequent analysis, a systematic wide area 
survey aimed at large scale emission and distribution of the gas composition of the ISM is still to 
come. The Far-InfraRed Spectroscoic Explorer  (FIRSPEX) concept aims to fill this gap by providing 
key insight in the life-cycle of interstellar gas in the Milky Way and nearby external galaxies. 

2. From COBE to FIRSPEX 
The FIRAS instrument on the COBE satellite (Boggess et al. 1992) spectroscopically surveyed the 
entire sky from 0.1 to 10mm with a spatial resolution of 7º and a velocity resolution of 1000 km/s 
(Figure 1). FIRAS determined that the C+ line is the dominant cooling line of the ISM at ~0.3% of the 
continuum infrared emission while the N+ & C lines are less intense by a factor of 10 and 100, 
respectively. As reported by Fixsen, Bennett, & Mather (1999), all three lines peak in the central 
regions of our galaxy (the molecular ring) and originate from a layer with a thickness of a few degrees 
but the mission had insufficient resolution to relate the emission to specific components and sources 
within the ISM.  The Balloon-borne Infrared Carbon Explorer (BICE, Nakagawa et al. 1998) mapped 
some 100 square degrees around the Galactic Centre with a spatial resolution of 15' and a velocity 
resolution of 175 km/s. The BICE results revealed that the diffuse ISM is more emissive in C+ relative 
to the far-IR dust emission than compact regions of massive star formation or the Galactic Centre, 
further emphasizing the importance of the cold neutral medium for the total C+ emission from the 
Milky Way. FIRAS/COBE was instrumental in determining the global characteristics of these atomic 
line tracers and brought the key questions that FIRSPEX will address to the forefront of ISM studies. 
 

 
Figure 1: COBE/FIRAS maps of the C+ (left) and N+ (right) line intensities. The low velocity resolution 
did not allow velocities from individual sources 
to be measured (Fixsen, Bennet and Mather 
1999). 

The availability of sub–kms-1 resolution with 
the heterodyne instrument HIFI "(de Graauw et 
al. 2010) on Herschel, together with the 12!! 
angular resolution afforded by its 3.5m 
diameter telescope, enabled the first spatially 
resolved, high spectral resolution observations 
of C+ towards various LOS in the Galaxy. In 
contrast to the global surveys, this very sparse 
survey emphasized the importance of C+ 
emission in these sightlines from spiral arms 
as well as from regions of massive star 
formation. The Galactic Observations of the 
Terahertz-C+ (GOTC+) project (e.g. Langer 
2010, Pineda 2010, Velusamy 2012) targeted Figure 2:GOTC+ observations along line of sights 

resulted in an under-sampled survey (from Pineda et 
al 2010) 



Herschel [C II] Galactic plane survey

Pineda et al. (2013)
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Fig. 2. Position velocity maps of H I, [C II], and 12CO J = 1 → 0 for the observed GOT C+ LOSs between l = −100◦ and 100◦ at b = 0◦. We have
overlaid the Scutum-Crux, Sagittarius Carina, Perseus, and Norma-Cygnus spiral arms projected onto the position-velocity maps (see Sect. 3.1).
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Fig. 2. Position velocity maps of H I, [C II], and 12CO J = 1 → 0 for the observed GOT C+ LOSs between l = −100◦ and 100◦ at b = 0◦. We have
overlaid the Scutum-Crux, Sagittarius Carina, Perseus, and Norma-Cygnus spiral arms projected onto the position-velocity maps (see Sect. 3.1).
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Fig. 8. Position velocity maps of the different types of regions defined in Sect. 4.1 at b = 0◦. Mask 0 (grey) represents velocity components with
only H I detected, Mask 1 (white) are components with only H I and CO detected, Mask 2 (blue) components with only H I and [C II], Mask 3
(black) components with H I, [C II], and CO, and Mask 4 (red) components with H I, [C II], 12CO, and 13CO.

Table 1. Definition of mask regions.

Mask H I [C II] 12CO 13CO

0 ! × × ×
1 ! × ! !×
2 ! ! × ×
3 ! ! ! ×
4 ! ! ! !

Notes. !: Emission is detected in individual spaxels. ×: Emission is not
detected. !×: Emission is either detected or not detected.

arrangement indicates that Mask 3 and Mask 2 represent the en-
velopes of the active star-forming regions traced by Mask 4.
There is a significant fraction of spaxels in Mask 1, particu-
larly in the molecular ring and local arms. Mask 0 represents the
largest fraction of spaxels.

Figure 9 presents the intensity distribution of H I, [C II],
12CO, and 13CO for the different mask regions defined above
for b = 0◦. Although by definition Masks 0 and 1 have no
[C II] emission in a given spaxel, its emission can still be seen
when the data is averaged over the different rings. The same

result happens with 13CO in Mask 3. The detection of emission
after averaging the data in azimuth shows that our classification
into masks depends on the sensitivity of our observations. We
will study the [C II] emission in Mask 0 and 1 and the 13CO emis-
sion in Mask 3 separately as they represent a different population
of clouds that are weak in [C II] and 13CO, respectively.

4.2. Atomic gas

We first assumed that all the observed [C II] emission arises from
a purely atomic gas at a kinetic temperature Tkin = 100 K. For
optically thin emission, the [C II] intensity (in units of K km s−1)
is related to the C+ column density, NC+ (cm−2), and volume
density of the collisional partner, n (e−, H, or H2; cm−3), as (see
e.g. Goldsmith et al. 2012),

I[CII] = NC+

[
3.05 × 1015

(
1 + 0.5

(
1 +

Aul

Ruln

)
e91.21/Tkin

)]−1

, (1)

where Aul = 2.3 × 10−6 s−1 is the Einstein spontaneous decay
rate and Rul is the collisional de-excitation rate coefficient at a
kinetic temperature Tkin. We used a value of Rul for collisions
with H at Tkin = 100 K of 8.1 × 10−10 s−1 cm−3 (Launay &
Roueff 1977). In the optically thin limit we can estimate the

A103, page 8 of 28
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Herschel [C II] Galactic plane survey
• ISM components in the Galactic plane 
• Combining HI, [C II], and CO data 
• [C II] emission comes from PDRs(~47%), “CO-dark” cloud 
(~28%), cold atomic gas(~21%) and ionized gas(~4%) 

• HI is mostly CNM in the inner Galaxy, but WNM in the outer 
Galaxy A&A 521, L17 (2010)

Fig. 1. [CII] spectra obtained with Herschel/HIFI for the GOT C+ program at l = 345.65◦ and b = 0◦, along with the CO data from the Mopra
telescope and HI surveys. Many different types of interstellar clouds can be seen in this LOS; diffuse clouds with HI and C+ emission, but without,
or barely any, CO; strong [CII] emission towards dense molecular clouds, as indicated by the presence of 13CO and in some cases C18O. The
Gaussian decomposition for [CII] is also shown in the upper panel.

envelopes, and Pineda et al. (2010) discuss the dense molecu-
lar cloud PDRs.

2. Observations
The 16 LOS observations of [CII] at 1.9 THz were made
with Herschel/HIFI band 7b using Load Chop (HPOINT) with
SkyRef offset by 2◦ off the plane, for better cancelation of in-
strumental spectral baselines. The data were reduced with HIPE
version 3 and a fringe-fitting tool to remove standing waves,
and the h- and v-polarizations combined where available. All
[CII] data are corrected for the antenna’s main beam efficiency
of 0.63. We used the wide band spectrometer (WBS) with
0.22 km s−1 at 1.9 THz. The 16 LOS are: 1) b = 0 at lon-
gitudes: 337.82◦, 343.04◦, 343.91◦, 344.78◦, 345.65◦, 18.26◦,
22.60◦, 23.47◦, 24.34◦; and, 2) b = 0.5◦ at 24.34◦, b = −0.5◦
at 18.26◦, 23.47◦, b = +1.0◦ at 22.60◦, 24.34◦, and b = −1.0◦
at 18.26◦, 23.47◦. Further details are in Velusamy et al. (2010).
We also observed the J = 1 → 0 transitions of 12CO, 13CO, and
C18O toward each LOS with the ATNF Mopra 22-m Telescope
(details in Pineda et al. 2010), with an angular resolution of 33′′.
We obtained HI data from public sources (McClure-Griffiths
et al. 2005; Stil et al. 2006).

A typical example of our data is shown in Fig. 1 for l =
345.6522◦, b = 0.0◦, where we plot the [CII] antenna tem-
perature (corrected for main beam efficiency) along with those
of HI, and the CO isotopes (other examples are shown in
Pineda et al. 2010 and Velusamy et al. 2010). This LOS passes
through the edge of the bar in the inner Galaxy. The [CII] fea-
tures are clearly blends of many cloud components. It can be
seen in Fig. 1 that a wide variety of clouds are detected in
[CII], for example: between Vlsr = −20 and 10 km s−1 there
is strong [CII] emission along with CO and 13CO, whereas be-
tween −100 and −140 km s−1 four narrow [CII] features ap-
pear which have weak 12CO associated with them, while be-
tween −50 and −90 km s−1 there are five features with only [CII]
and HI, and no detectable 12CO.

3. Results and analysis
We identified our clouds from Gaussian decompositions (see
Fig. 1) of [CII] and 13CO (where available) and use these to char-
acterize their velocities, VLSR, and linewidth ∆v (see Velusamy
et al. 2010, for details). With this approach we detected [CII]
in 146 components at the 3-σ level or better. We did not fit the
HI spectral profiles, but obtained the HI intensities in each cloud

for comparison with other lines, by integrating within the ve-
locity width (∆v) centered at their VLSR defined by the [CII]
(and 13CO) lines. For each feature we derive the line parame-
ters, Tpeak(K), ∆v(km s−1), I =

∫
Tdv (units of K km s−1), as

well as those for HI and CO (where detected). Here we focus
on 29 out of 35 [CII] components that do not have any known
molecular gas as traced by 12CO (the other six have marginal
[CII] intensities, or other issues). The linewidths (FWHM) for
these 29 diffuse C+ clouds, have a mean value of 3.4 km s−1,
and range from 1.4 to 5.5 km s−1. In Fig. 2 we plot the integrated
intensity I(CII) versus I(HI) for all 29 diffuse cloud features. It
can be seen that [CII] is not strongly correlated with I(HI). This
result is not what one would expect if all the C+ is only in HI
clouds. Furthermore, there is a large degree of scatter, and, sev-
eral sources have large [CII] emission at small N(HI), which we
suggest is best explained by “dark gas” – H2 without CO.

The identification of “dark gas” in our [CII] data can be un-
derstood by using simple models of the radiative transfer to re-
late the HI and [CII] intensities, and then consider the effects
of adding an additional H2 layer containing C+. We calculate
the column density of ionized carbon assuming the gas is only
atomic, from the relation, N(C+) = X(C+) N(HI), where X(C+)
is the fractional abundance of C+ in the gas with respect to
HI. Observations in the local Interstellar Medium (ISM) lead to
X(C+) in the range 1.4 to 1.8 × 10−4 (Sofia et al. 1997), and
here we adopt a value of X(C+) = 1.5 × 10−4. The column den-
sity of HI can be estimated in the optically thin limit, where the
brightness temperature is less than the kinetic temperature, as
N(HI) = 1.82×1018I(HI) (cm−2). We can also directly calculate
the N(C+) column density from I(CII) if we know the temper-
ature and density of the gas. If the gas arises only from the HI
cloud the N(C+) solutions should be consistent within a reason-
able range of density and temperature. We derived the column
density for N(C+) in the optically thin limit (the effects of opac-
ity are discussed below) with no background radiation field (the
CMB is negligible),

Nu(C+) =
8πkν2

hc3Aul

∫
Tmb(CII)dv (cm−2) (1)

where Tmb is the main beam antenna temperature, Nu is the upper
level column density. The total N(C+) is derived by solving the
excitation of the 2P3/2 state (in the optically thin limit),

N(C+) = 2.9×1015
(
1 + 0.5(1 + ncr/n)e(∆E/kT )

)
I(CII) (cm−2).(2)

Page 2 of 4

Langer et al. (2010), Pineda et al. (2013), Langer et al. (2014)



• [N II] emission to the GOT C+ 
• Can separate the contributions from highly ionized and 
weakly ionized gas to the [C II] emission 

• [C II] emission arising from strong sources of [N II] emission 
is frequently absorbed by foreground gas --> underestimate 
highly ionized gas by only [C II] observations

[C II] and [N II] by Herschel/HIFI

Langer, Goldsmith & Pineda (2016)

W. D. Langer et al.: [C ii] and [N ii] from dense ionized regions
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Fig. 1. Main beam temperature versus velocity for [C ii] (blue solid spectra) and [N ii] (red solid spectra) taken with HIFI – see Table 1 for some
of the line parameters, and 13CO(1�0) (black dashed line) from Pineda et al. (2013). Each LOS is labeled with the GOT C+ LOS label. Some
features that are indicative of [C ii] absorption are highlighted with arrows.

of [C ii] from highly ionized and neutral gas problematic. In this
section we outline the procedure for calculating the [C ii] contri-
bution from ionized and neutral components neglecting absorp-
tion. In Sect. 3 we will address the correction for absorption.

To calculate the contribution of C+ from the ionized N+ re-
gion to the measured [C ii] intensity we need to transform the
[N ii] intensity to the expected [C ii] intensity. To derive the re-
lationship of [C ii] to [N ii] in a highly ionized regime we start

with the formula for the relationship between intensity and col-
umn density for an optically thin species (Goldsmith et al. 2012),

Iul =

Z
Tuldv =

hc3

8⇡k⌫2ul

AulNu (1)

where Tul is the antenna temperature of the upper (u) to lower
(l) transition, ⌫ul is the transition frequency, Aul the Einstein
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Iul =

Z
Tuldv =

hc3

8⇡k⌫2ul

AulNu (1)

where Tul is the antenna temperature of the upper (u) to lower
(l) transition, ⌫ul is the transition frequency, Aul the Einstein

A43, page 3 of 11

[C II]

[N II]

W. D. Langer et al.: [C ii] and [N ii] from dense ionized regions

Table 2. [C ii] emission and absorption components.

[C ii] source [C ii] absorber
component component

LOS # Ts Itot(⌧) Iion/Iobs Iion/Itot To Vlsr �v ⌧0 N(C+) Av
label (K) (K km s�1) observed corrected (K) (km s�1) (km s�1) 1018 cm�2 mag.
G031.3 3 6.3 103.5 0.93 0.56 2.9 101 14.5 0.76 1.6 2.9
G049.1 2 3.7 33.6 0.55 0.34 1.5 59 6 .7 0.89 0.9 1.6
G316.6 1 5.1 88.5 0.94 0.58 1.4 –47 8.3 1.3 1.5 2.8
G337.0 1 4.3 42.3 2.37 1.37 1.0 –121 4.5 1.5 0.9 1.7
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Fig. 6. A Gaussian fit (black dash) to the line wings of the Vlsr ⇠
�47 km s�1 [C ii] component (blue) in G316.6+0.0 using the Vlsr and
line width of the Gaussian fit (not shown) to the [N ii] emission (red).

adopting a two step process. First we scale the peak Tmb(K) of
the Gaussian fit to [N ii] fixing Vlsr and �v until the line wings
match those of [C ii] as well as possible, where the line wings
are defined as the regions outside of the FWHM. This proce-
dure assumes that the line profiles of the [C ii] and [N ii] can be
represented by similar Gaussians (having comparable Vlsr and
�v), which should be an adequate first approximation because
we find comparable linewidths for [C ii] and [N ii] in those cases
where the lines can be fit unambiguously, as seen in Table 1.
We then refine the Gaussian fit to the [C ii] line wings adjust-
ing the peak temperature, Vlsr, and �v until we minimized the
di↵erence across the observed line wings. In Fig. 6 we show
the Gaussian fit representing the source, along with the observed
[C ii] and [N ii] spectra, for one LOS, G316.6+0.0. In Table 2
we list the peak source antenna temperature, Ts and integrated
intensity, Itot([C ii]), of the Gaussian fit to the [C ii] line wings
for the four sources.

We then recalculate the fraction of [C ii] that arises from
the [N ii] region using the revised total intensity (Itot([C ii]) >
Iobs([C ii])) and the values are given in Table 2 along with
the uncorrected value from Table 1. Comparison of the fitted

[C ii] emission with that expected from the region producing
[N ii] emission reduces the fraction of [C ii] from the ionized
region by about 40% in the four sources. The revised values for
the fractional [C ii] arising from the ionized regions for these
four sources is also plotted separately in Fig. 4 as red filled cir-
cles, an arrow connects the values before and after correction for
absorption. It can be seen that three of the four corrected sources
have the fractional contributions to [C ii] from the [N ii] region
reduced to .0.6, but that the source with the highest ratio still
has a fraction greater than unity. There are two possible expla-
nations, either we have underestimated the absorption and/or the
[C ii] lines are optically thick and need to be corrected for it.

3.1.3. Foreground opacity

Assuming the Gaussian fits to [N ii] and the line wings of
[C ii] in Sect. 3.1.2 are correct we can calculate the [C ii] fore-
ground opacity from the projected [C ii] source intensity,
Itot([C ii]), and the observed [C ii] intensity, Iobs([C ii]), as a
function of velocity. At line center we define the opacity in terms
of the reduction in the peak intensity, ⌧0 = ln(Ts/To), where
Ts is the corrected peak main beam temperature of the source,
and To is the observed main beam temperature at Vlsr. We ne-
glect [C ii] re-emission from the foreground absorbing gas as it
is likely to be small at low excitation temperatures. If there were
re-emission then ⌧0 would be underestimated. In Table 2 we list
Ts and To for each LOS component along with the Vlsr and �v of
the absorption. The peak foreground opacity ⌧o is given in Col. 1.
The column density of the foreground C+ in the low excitation
limit is (Eq. (35), Goldsmith et al. 2012),

N(C+) = 1.3 ⇥ 1017⌧(C+)�v cm�2 (6)

where �v is in km s�1.
We find that N(C+) ranges from 0.9 to 1.6 ⇥ 1018 cm�2. The

opacity of the absorbing layer in G316.6+0.0 and G337.0+0.0,
⌧0 ⇠ 1.3 to 1.5, are the largest of the four sources. The ab-
sorption in these strong sources is consistent with the deep
self-absorption in other [C ii] sources derived from comparison
of hyperfine lines of [13C ii] with [C ii] in a number of bright
[C ii] sources such as NGC2024 (Graf et al. 2012; Stutzki et al.
2013) and MonR2 (Ossenkopf et al. 2013), and a suggestion
of absorption in NGC 3603, Carina North, and NGC 7023
(Ossenkopf et al. 2013). This comparison is consistent with the
[C ii] and [N ii] emission in G316.6+0.0 and G337.0+0.0 arising
from bright extended H ii sources. The remaining two sources
G031.3+0.0 and G049.1+0.0 are weaker [C ii] sources and the
corresponding absorbing layers have a lower peak optical depth
⌧0 ⇠ 0.8.

To compare the thickness of the C+ absorbing layer with
models we need to convert N(C+) to visual extinction, Av(mag.).
We assume that the absorbing layer is located in a low density H2
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l=236 FUGIN Project
(Umemoto et al. 2017 PASJ, 69,78)

• Using	mulL-beam	receiver	FOREST,	
OTF	mapping	of	the	GalacLc	plane	
in	12CO,	13CO,	C18O(J=1-0),	
simultaneously	



Identified Strunctures by Dendrogram (Fujita et al. in prep.)
# 01 Molecular Cloud Identification



(A) Bar/Far-3kpc Arm(B) Norma Arm/Scutum Arm(C) Inter arm/Aquila spur
(D) Sagittarius 

Arm

(a)

(b)

12CO

13CO

C18O

W51 W43

Fig. 10. The longitudinal distributions of (a)Nvox and (b)W (CO). The blue, green, and red bars show the 12CO, 13CO, C18O distributions, respectively. The

horizontal red axis plotted in (a) indicates Rtan. C18O is not detected significantly in l = 14◦–17◦.

On the other hand, the four regions show high variations in fC18O and, especially in the fDG.

The fractions are relatively high in Regions B and D, ranging from ∼ 2% to ∼ 8%, while the fractions

are typically as low as < 1% in Regions A and D, and some tiles have very low fDG of less than 0.1%.

Region B show two peaks in fDG at l ∼ 30◦ and l ∼ 24◦. The former corresponds to W43,

which is one of the most massive star forming regions in the MW, while the latter includes a GMC

associated with an active star forming region N35 (Torii et al. 2018). These two star forming regions

are probably located near the tangential points of Scutum Arm and Norma Arm, respectively, as seen

in the l-v diagram of Figure 2. In addition, in l=49◦–50◦ in Region D in which another active massive

star forming region W51 is distributed around the tangential points of Sagittarius Arm, and the fC18O

and fDG are rapidly increasing in this region.

The two neighboring regions showed gradual changes in fC18O and fDG around their bound-

aries (e.g., l∼ 20◦–23◦ and l∼ 36◦–40◦). It was difficult to tell in this study whether this trend was due

to the true continuous changes in fC18O and fDG at the boundaries or the boundaries with discontinu-

ous distributions of fC18O and fDG being projected on the sky, making the fC18O and fDG continuous

along l.
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HI and H2 mass
• FUGIN CO clouds identified with the DENDROGRAM

M(HI) ~ 40,000 Mo

M(HI) ~ 100,000 Mo 
M(H2) ~ 170,000 Mo

M(H2) ~ 2,500 Mo

#2 Catalog of HI shells and associated CO clouds

ID=4



• Herschel-SPIRE spectroscopy 
• 196-671µm (CO, 13CO, HCO+, H2O, [C I],  [NII])λ/Δλ=1000 
• [N II] 205µm <--> [C II]157 : ncrit = 46 cm-3, Te=8000K 
• [N II] emission to the east coincides with a hole in the excited 
H2, indicate a cavity of ionized gas

Herschel-SPIRE of DR21

White et al. (2010)

A&A 518, L114 (2010)

Fig. 1. (Upper picture) Spectrum of DR21 with the SLW detector array,
with beam sizes varying from 42.0′′ at 671.1 µm to 37.3′′ at 316.5 µm,
and (lower picture) with the SSW detector array, with beam sizes vary-
ing from 18.7′′ at 281.7 µm to 16.8′′ at 194.2 µm.

lines, although this spatial information is not used in subsequent
line modeling.

The maps of selected species are shown in Fig. 2. The CO
lines in both detector arrays show a prominent central peak,
with extensions to the east and west along the well known out-
flow. This has been assumed to be associated with outflowing
gas with (Tex ∼ 2000 K and H(H2) ∼ 1 × 1019 cm−2 from
Garden et al. 1991). However, as will be seen in the high res-
olution JCMT observations (Fig. 3), the emission traced in the
SPIRE maps is also clearly visible in the relatively low excita-
tion CO J = 3−2 data, suggesting that there may be a mixture of
low and high excitation gas present. This is confirmed in Fig. 3,
where similar extensions of the ambient gas are present in the
JCMT CO J = 3−2 map, and that of Schneider et al. (2010).
This is not unexpected, as this outflow appears to have a very
large mass of several thousand M⊙, and presumably the high ve-
locity gas phase overlaps (or may co-exist with) ambient mate-
rial. The SPIRE maps also show that the 3P1–3P0 atomic carbon
line has a similar spatial distribution to that of CO. By contrast,
the H2O and [N II] lines appear to be more compact and centred
close to the DR21 cloud core, although the [N II] distribution is
elongated to the east – observations with higher signal to noise
and better sampling are needed for more detailed comparison.

Fig. 2. The SPIRE maps of selected species toward DR21. Since the
data points do not fully sample the mapped area, this map was con-
structed by interpolating between the data points. The (0,0) position is
located at RA (2000) = 20h39m01.s18, Dec (2000) = +42◦19′43.′′66.

Table 1. Fluxes measured in the central pixel.

Species Transition Wave Int intensity Intens error
µm W m−2 sr−1 W m−2 sr−1

CO J = 4−3 650.1 2.85 (–8) 6.93 (–10)
CI 3P1–3P0 609.0 4.86 (–9) 9.96 (–10)
HCO+ J = 6−5 560.5 3.99 (–9) 4.29 (–10)
13CO J = 5−4 544.1 1.66 (–8) 5.04 (–10)
CO J = 5−4 520.3 6.81 (–8) 3.39 (–10)
HCO+ J = 7−6 480.3 1.02 (–8) 1.35 (–9)
13CO J = 6−5 453.5 2.44 (–8) 3.21 (–9)
CO J = 6−5 433.5 1.15 (–7) 1.47 (–8)
HCO+ J = 8−7 420.3 1.32 (–8) 2.10 (–9)
H2O 211–202 398.6 2.33 (–8) 3.03 (–9)
13CO J = 7−6 388.7 3.66 (–8) 5.88 (–9)
CO J = 7−6 371.6 2.14 (–7) 1.29 (–9)
CI 3P2–3P1 370.5 3.03 (–8) 1.26 (–9)
13CO J = 8−7 340.1 6.79 (–8) 1.80 (–8)
CO J = 8−7 325.2 3.15 (–7) 4.56 (–8)
CO J = 9−8 289.1 4.89 (–7) 4.23 (–9)
CO J = 10−9 260.2 5.94 (–7) 1.01 (–8)
CO J = 11−10 236.6 7.26 (–7) 5.46 (–9)
CO J = 12−11 216.9 7.44 (–7) 6.72 (–9)
NII 3P1–3P0 205.2 1.45 (–7) 4.71 (–8)
CO J = 13−12 200.3 6.90 (–7) 3.96 (–8)

2.3. JCMT CO J = 3–2 observations

CO J = 3−2 JCMT archival data (programme M07AU01) with
a 15′′ beam and spectral of 0.05 km s−1 are shown in Fig. 3,
from a 4.5 h integration using the HARP array receiver. The
area covered by the SPIRE footprint (Fig. 2) is shown as a white
square. The JCMT observations clearly trace the outflow which
runs from the NE-SW from DR21 from the centre of the white
box. The JCMT map also reveals a prominent north-south ridge
that includes CO peaks associated with the well-studied sources
DR21(OH) and DR21-FIR1. Around the DR21 core, a bipolar
structure close to the systemic velocity is coincident with distri-
bution of high velocity gas and shocked H2 (Garden et al. 1991).
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from a 4.5 h integration using the HARP array receiver. The
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Fig. 3. CO J = 3–2 integrated emission map of DR21 between veloci-
ties of –40−±40 km s−1. The lowest contour is drawn at 1 K km s−1 (5σ
as observed in a 61 kHz (∼0.05 km s−1) spectral channel), and the con-
tour intervals are incremented in steps of 50 K km s−1. The peak antenna
temperature and velocity integrated temperatures at the DR21 peak are
39.2 K and 726 K km s−1 respectively. The temperature scale is cali-
brated in antenna temperature Ta

∗ units, which is related to the main
beam brightness temperature Tmb by Tmb = Ta

∗/ηmb, where the main
beam efficiency, ηmb = 0.63. Further details of HARP calibration are
given in Buckle et al. (2010).

3. Modeling the CO lines

The most extensive modeling of the CO toward DR21 is by
Richardson et al. (1986, 1988), Wilson et al. (1990), Schneider
et al. (2006) and Jakob et al. (2007). Richardson et al. (1986,
1988) presented a multiphase model with gas densities span-
ning the range 103–106 cm−3, and gas temperatures in the low
temperature component >∼30 K. Jakob et al. (2007) confirmed
this using KOSMA and ISO observations, finding and additional
warm phase component with Tkin ∼ 80−150 K and clump den-
sity nH2 ∼ 104–106 cm−3.

We initially constructed a rotational temperature diagram for
the SPIRE CO and 13CO lines. These were augmented with the
JCMT CO line from Sect. 2.3, plus IRAM CO J = 2−1 observa-
tions (Schneider et al. 2010), with suitable beam size corrections.
The rotational temperature diagram is shown in Fig. 4.

Both species show evidence for two gas components, a lower
temperature phase with a rotational temperature Trot = 78 K and
total CO column density N(CO) ∼ 4.5×1021 cm−2, in addition to
a higher temperature component with Trot = 185 K and N(CO) ∼
9.7×1017 cm−2. The 13CO lines are more limited and noisy, with
the SPIRE lines indicating an intermediate temperature phase
having Trot = 109 K and N(13CO) ∼ 8.8 × 1016 cm−2. The data
for 13CO also show evidence for a low temperature component,
although this relies on comparison with low frequency ground
based data (JCMT, IRAM) obtained with different beam sizes.
Such a result is expected, since the observations probe deeper
into the PDR of each clump in 13CO than in CO.

Fig. 4. CO and 13CO line rotational temperature diagram.

Fig. 5. LVG analysis of the CO and 13CO lines toward DR21. The
SPIRE data points, (J = 4−3 to 13–12) are shown as filled circles,
and the ISO data points (Jakob et al. 2007) as squares, along with 30%
absolute error bars. The CO J = 3−2 line was obtained from the JCMT
data, convolved to a resolution of 17′′ to match the beamsize of the
nearby SPIRE lines. The filled circles are the SPIRE data, open sqares
are ISO data from Jakob et al. (2007), open triangle is determined from
the JCMT data in this paper, and the crosses are the SPIRE 13CO data.
The top solid curve shows the fit to the predicted SPIRE CO line inten-
sities, and the lower dashed one is for 13CO with an assumed CO/13CO
abundance of 67, an estimated filling factor of 12%. As might be ex-
pected, the fit for a single tempeature lies intermediate between the two
Trot values inferred from Fig. 4.

There are several problems with the rotational temperature
approach, including wavelength dependent beam size correc-
tions, opacity and calibration errors. These uncertainties can
however be mitigated by i) taking ratios of the various CO line
intensities on a single detector and using these to constrain the
excitation conditions though our LVG modeling, and ii) using
observations from the central pixel where the SSW and SLW
beams are coincident and the calibration is well determined. This
approach particularly mitigates against the beam size and cali-
bration errors, since only flux ratios are being used to estimate
the excitation conditions.

The model fit was made to the CO and 13CO lines using
the off-line version of the RADEX LVG code (Van der Tak
et al. 2007). The line ratios observed on the same detectors
(hence the beam sizes are similar) were used to restrict the likely

Page 3 of 5
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• [N II] at 122 & 205 µm with PACS(5x5) 
• 149 LOSs selected from GOT C+, 10”(122um),15”(205µm) 

• Bothe lines are detected in the range -60°≤ l ≤60° 

• [N II] emission highly correlated with that of [C II] 
• High electron density--> extended envelopes of H II regions, 
and low-filling factor high-density fluctuations of WIM

Herschel [N II] Galactic plane survey

Goldsmith et al.  (2015)

deviation, denoted σ; the resulting values are given in column 6
of Tables 2 and 3. Figure 10 shows a histogram of the
fractional variation, I .avgs

The variation is significantly greater than that expected from
the statistical uncertainties alone, and thus represents actual
spaxel-to-spaxel variations in the emission. However, as seen
in Figure 10, the fractional variation of the emission is
generally well below unity, with a median value

I 0.25avgsá ñ = . Even the single pointing direction with the
largest value of σ/Iavg=0.78 has detections in ;1/3 of the

spaxels. It is thus reasonable to consider the [N II] emission to
be spatially extended and fairly uniform in each pointing
direction (;1 arcmin in size). Given that the PACS footprint
size is 47″ and that 1′ corresponds to 1.5 pc at a distance of
5 kpc, it certainly does not seem that the [N II] emission in
general is produced by compact sources.
We can gain additional appreciation of the extended nature

and relative uniformity of the [N II] emission by examining the
results from selected PACS pointings. In the top row of
Figure 11, we show a set of PACS spectra from one pointing in
each of the four ranges of σ/Iavg shown in Figure 10. The
values of σ/Iavg are 0.15, 0.30, 0.49, and 0.71 for G016.5+0.0,
G303.8+0.0, G306.4+0.0, and G040.2+0.0, respectively. The
bottom row of Figure 11 displays contour maps of the same
four pointings. Only for G040.2+0.0 is there clear evidence of
small scale structure, which is likely due to a small source close

Table 3
(Continued)

LOS Label Longitude OBSID [N II] 122 μm [N II] 205 μm n(e)±(Err) N(N+)±(Err)

R a( ) Intensity±(Err) σ R a( ) Intensity±(Err) (cm−3) [×1016]
[×10−8] [×10−8] [×10−8] (cm−2)

(W m−2 sr−1) (W m−2 sr−1)

G344.8+0.0 344.7830 1342267185 (2) 1.37±0.020 0.42 (3) 0.80±0.056 36.4±4.3 1.3±0.02
G345.7+0.0 345.6520 1342267869 (2) 12.60±0.044 7.55 (2) 5.44±0.081 59.6±1.5 7.7±0.03
G346.5+0.0 346.5220 1342267178 (2) 2.90±0.020 0.77 (2) 1.71±0.059 36.0±2.1 2.8±0.02
G347.4+0.0 347.3910 1342264238 (2) 1.92±0.013 0.54 (3) 1.32±0.049 27.5±1.8 2.4±0.02
G348.3+0.0 348.2610 1342264237 (2) 3.02±0.020 0.90 (2) 2.07±0.064 27.7±1.5 3.7±0.02
G349.1+0.0 349.1300 1342267870 (2) 21.31±0.096 4.41 (2) 8.67±0.057 65.7±0.8 12.1±0.05
G350.0+0.0 350.0000 1342265935 (3) 0.36±0.008 0.23 (1) <0.22±... ...±... ...±...
G350.9+0.0 350.8700 1342265684 (2) 1.42±0.013 0.41 (2) 1.22±0.069 18.1±2.1 2.8±0.03
G351.7+0.0 351.7390 1342265683 (2) 1.61±0.025 0.48 (3) 1.68±0.055 12.1±1.0 4.9±0.07
G352.6+0.0 352.6090 1342265682 (2) 1.47±0.021 0.36 (3) 1.22±0.055 19.6±1.8 2.6±0.04
G353.5+0.0 353.4780 1342265681 (2) 3.68±0.027 0.62 (2) 2.95±0.066 20.9±0.9 6.1±0.04
G354.3+0.0 354.3480 1342265680 (2) 2.33±0.020 0.65 (2) 1.53±0.048 29.9±1.7 2.7±0.02
G355.2+0.0 355.2170 1342267874 (2) 5.22±0.017 1.34 (2) 1.87±0.060 80.5±4.2 2.6±0.01
G356.1+0.0 356.0870 1342265934 (2) 2.59±0.020 0.31 (3) 1.63±0.038 32.3±1.4 2.8±0.02
G357.0+0.0 356.9570 1342265933 (3) 0.35±0.010 0.21 (1) <0.18±... ...±... ...±...
G357.8+0.0 357.8260 1342265932 (2) 0.82±0.020 0.31 (1) <0.19±... ...±... ...±...
G358.7+0.0 358.6960 1342267875 (0) ...±... ... (0) ...±... ...±... ...±...
G359.5+0.0 359.5000 1342265931 (2) 17.30±0.102 1.69 (2) 9.16±0.095 42.9±0.8 14.1±0.08

Figure 4. Illustration of effect of polynomial baseline removal from PACS
spectra toward G024.3+0.0. A DC offset had previously been removed to yield
the 25 spectra displayed as the red lines in this 122 μm observation. The
higher-order polynomial (spectra shown in black after baseline fitting and
removal) modestly reduces any residual offset in the vicinity of the line as well
as reducing the amplitude of the feature to the right of the [N II] emission.

Figure 5. HIFI [N II] spectrum before baseline removal (with positive
continuum offset; shown in red), with continuum offset removed (lower
spectrum; shown in blue), and with third order baseline removed (lower
spectrum; shown in green). There is only a minimal difference between the
spectra with zeroth and third order baselines removed in this case.
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edge of the Central Molecular Zone (CMZ). These again are
reasonably consistent with the densities derived here.

6. DISCUSSION

6.1. [N II] and [C II] Emission

A possible clue to the origin of the N+ emission is
comparison with that of C+. The latter can come from a wide
variety of sources since this ion can be produced by photons of
energy >11.26 eV, and is thus relatively widespread. We
compare fluxes for the two [N II] transitions observed here with
those of [C II] from the GOT C+ survey in Figure 21. The [N II]
122 μm, 205 μm (PACS), and 205 μm (HIFI) data are
compared separately to the [C II] (HIFI) data in the figure.
The 205 μm data have a best-fit slope less than unity and the
122 μm data have a slope greater than unity by a comparable

amount. The HIFI data are fit by a slope very close to unity. All
three slopes that we derive are significantly closer to unity than
the value of 1.5 found by Bennett et al. (1994), making their
suggested explanation of [N II] coming from a volume while
[C II] comes from its surface less compelling.
Given that we have the electron density and the N+ column

density in the ionized region responsible for the [N II] emission,
we can readily compare this with the C+ column density from
the GOT C+ project. For the C+, we start with Equation (26)
of Goldsmith et al. (2012), which gives the integrated antenna
temperature produced by a given quantity of ionized
carbon with a given collision rate. Since these Herschel
HIFI observations were taken with a diffraction-limited
system, we can convert the integrated antenna temperature
to intensity using the relationship T dvAò [K km s−1] =

k I10 2 Wm sr .3 3 2 1( ) [ ]l- - - The resulting expression for the

Figure 19. Observed intensity ratio of the two [N II] fine structure lines and derived electron densities are plotted as a function of Galactic longitude.

Figure 20. Comparison of the intensities of the [N II] of 122 and 205 μm lines.
The blue squares are the LOS in the range −30°<l < 30°, and the triangles
are the LOS positions in the region –60°<l < −30° and 30°<l < 60°. The
black dashed line corresponds to equal intensities (1:1 ratio), and the blue line
shows the fit to the data. The very high intensity point is the Galactic Center
(G000.0+0.0).

Figure 21. Intensities of [N II] 122 and 205 μm transitions compared with those
of [C II] 158 μm. The red and blue solid lines are power law fits of the
corresponding [N II] lines vs. [C II]. The black dashed line is a slope of unity,
indicating that both [N II] transitions and also [N II] measured with HIFI as well
as PACS are linearly correlated with the [C II] emission. The green dashed line
shows a slope of 1.5, as derived by Bennett et al. (1994).
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• [N II] emission line 
• [N II] line will appear at strongly ionized regions --> by 
comparing [C II] &[N II] maps, it is possible to determine if [C 
II] is arising from ionized or neutral gas 

• [C II] emission is frequently absorbed by foreground gas --> 
underestimate highly ionized gas by only [C II] observations 

• An excellent probe of star formation rate (SFR) and 
infrared dust luminosity (LIR) (Zhao et al. 2013) because the 
[N II] is less contaminated from the emission of older star 
due to an ionization potential higher than hydrogen 

• [N II] 1.46 THz Galactic plane survey @S.P. 
•Wide area mapping of the Milky Way --> evolutionary 
process of interstellar medium not only neutral gas but 
also ionized gas

[N II] 1.46 THz Galactic plane survey



THz Telescopes on the ground
• Receiver Lab Telescope (80cm) (SAO) 
• Ground-base at 5525m , 40 km north of ALMA 
• 1~2 THz (12CO, 13CO, [C I] 809GHz, [NII] 1.46THz) 
• did not detect [N II] emission at Ori KL<--> 5K expected from 
[C II]/[N II] by COBE 

• --> different filling factor of two lines trace gas

D. P. Marrone

CEA-Saclay

2007 June 27

The Receiver Lab Telescope

R. Blundell, S. Paine, D. Marrone, E. Tong, D. C. Papa, T. Hunter, M. Smith, R. Plante, J. Battat, S. Leiker,

T.K. Sridharan (CfA);  J. Kawamura, J. Pearson, J. Stern, H. Yorke, I. Mehdi, J. Ward, S. Lord

(JPL/Caltech), J. May, L. Bronfman, D. Luhr, C. Barrientos, W. Moerback (U. Chile); H. Gibson (RPG); B.

Voronov, G. Goltsman (MSPU); M. Diaz (BU); D. Loudkov (Delft), D.Meledin (Chalmers), F. Bensch

(Bonn); C. Groppi (NRAO); S. Radford (Caltech); A. Otarola, R. Rivera (ESO)

Fig. 4. [N II] in Orion-KL, with CO (0.881 THz) overplotted
as a rough velocity reference. The spectral rms is shown in the lower left.

center, for the South Pole and Sairecabur). The
effect is worse at lower altitude where pressure-broadening
increases the O line width; at the South Pole it contributes
an opacity of at the [N II] frequency, compared to

at Sairecabur1. With our new 1.5 THz LO the RLT
now has access to [N II], and observations of this line are
now our key science goal.
As mentioned above, the 1.5 THz receiver arrived at the

RLT in December 2004 shortly before the end of the observing
year. The two nights available were somewhat below average
for observations in this window, with transmission of 11-13%
and 15-16%, respectively, at 1.461 THz. Orion-KL was well
placed in the sky for our observations and contains an extended
region of ionized gas, the edges of which contain strongly
excited CO (see Figure 3), so we used this as our main source.
We also briefly attempted NGC 2024 IRS5 and G270.3+0.8,
using much less integration time and did not detect [N II]
emission. The resulting spectrum at the [N II] frequency is
shown in Figure 4, with CO overplotted to
indicate the velocity extent of another optically thin line in
this source (although the CO emission traces slightly different
gas). No detection is apparent. The observations of Orion-KL
totaled 78 minutes on source and the rms on the spectrum is
around 0.8 K, although the telescope efficiency has not been
measured at this frequency and could be different from our
(conservatively low) assumption. Higher efficiencies would
place even more stringent limits on the line strength.
The lack of a detection of this line comes as something of a

surprise to us; many groups have proposed ambitious studies
of [N II] and it is expected to be quite bright. Of course,
because there is little data on its strength on angular scales
smaller than the large COBE beam one must make many
assumptions to arrive at a predicted strength. The simplest
argument (and one that is frequently used) is to take the [C II]
line strength measured from the KAO and divide by ten, the
1Based on calculations performed with the am atmospheric model [19],

available at http://cfarx6.cfa.harvard.edu/am

average of [C II]/[N II] as observed by COBE [12]. In the
case of Orion-KL the velocity-resolved [C II] observations of
[20] suggest a brightness temperature of around 5 K, easily
measured with our sensitivity. Our non-detection suggests that
this common argument is too simplistic. In fact, the average
over the whole sky is not representative of the [N II] and
[C II] emission in a given smaller region because the two
lines trace different gas. The [N II] line can be expected to
be present over much of the sky at a low level, while the
[C II] emission has a diffuse component but is most often
found on the surfaces of molecular clouds, which fill a much
smaller fraction of the sky. When averaged over the whole sky
at low resolution, this difference in filling factor suppresses
the [C II]/[N II] ratio, making this argument unreliable. A
better estimate of the emission in a small patch of sky can
be made from KAO observations of a somewhat analogous
source, G333.6-0.2 [17]. Both [C II] and [N II] were detected
in this source, with a line ratio of [C II]/[N II] .
Given this ratio, we may expect something closer to 1 K in
Orion-KL, which is entirely consistent with our observations.
RLT observations have been suspended since January for

the summer wet season known locally as “Bolivian Winter”.
Operations resume in late April or early May with a new list
of target sources. In particular, we are using ISO observations
of the 2.46 THz line of [N II] to select our sources. Al-
though COBE observations suggest that the Galactic average
[N II] /[N II] line ratio is approximately unity [14], in
the individual sources we observe it is likely to be lower. In the
high-density limit ( cm ) this ratio is around 0.1, and
most gas in discrete sources will be at or above this density
threshold. The ISO observations are not velocity resolved in
most sources so the measured line fluxes cannot be directly
inverted to obtain a peak line strength, but many sources with
[N II] emission stronger than that observed in Orion have been
obtained in the appropriate hour angle range.

IV. PROSPECTS FOR THZ ASTRONOMY FROM THE
GROUND

For the next two or more years, terahertz astronomy will
only be possible from the ground. The Receiver Lab Telescope
has now demonstrated observations of astronomical line radi-
ation in all three of the atmospheric windows between 1.0 and
1.6 THz. From our site and nearby sites in northern Chile, the
1.5 THz window is likely to be the highest frequency window
that will be regularly usable for astronomy. Observations of the
transmission on very dry nights (multiple instances of PWV
below 200 m, including the 93 m shown in Figure 1, have
been been observed in the last year) suggest that from an even
drier site one may be able to move to higher frequencies,
including observations of the [C II] line at 1.9 THz. Proposed
observations from Antarctic Dome A, for which measurements
of submillimeter opacity are not yet available, may be able to
make this step to higher frequencies if PWV predictions for
this site are accurate.
Ground-based measurements will continue to have an im-

portant place in terahertz astronomy even in the era of SOFIA

16th International Symposium on Space Terahertz Technology
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Fig. 2.—[N ii] 122 mm–to–205 mm line intensity ratio as a function of ionized
gas density, (solid line). The open circle marks our observed line ratio ofne

. The ratio of the [C ii] 158 mm to [N ii] 205 mm lines as a function1.5! 0.64
of (dashed line). The filled circle marks the observed line ratio of .n 9.2! 3.9e

and dips to below 3 between densities of 20 and 100 cm since!3

the upper level of the N begins to be significantly pop-"J p 2
ulated at densities above 20 cm .!3

From the ISO archive, we obtain a [C ii] flux of 1.01#
W m . Making the extended source correction, this cor-!13 !210

responds to W m within the 70! (Gry et al. 2003)!14 !25.5# 10
LW4 beam. Again, assuming a uniform source the flux within
our 54! beam would be W m . Allowing for a!14 !23.3# 10
30% calibration uncertainty in each line, the [C ii]/[N ii]
205 mm line ratio is ∼ to 1. Inspecting Figure 2 for a9.2! 3.9
gas density of 32 cm , if both lines arise from the ionized gas,!3

we would expect the line ratio to be 2.44. Therefore, 27% (with
an upper bound of 46% and a lower bound of 19%) of the
observed [C ii] flux arises from the ionized medium, and the
remaining 73% must have its origin in the neutral ISM. These
results support and underpin prior work that contends that most
of the observed [C ii] line emission from Galactic star-forming
regions, the Galaxy as a whole, and from external galaxies arises
in warm dense PDRs on the surfaces of molecular gas clouds.
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• AST/RO at South Pole (1.7m) 
• The first detection of 205µm [N II] line from ground-base 
• [N II] emission reveals the fraction of [C II] emission arises 
from the ionized gas and the neutral ISM 
•27% of [C II] arises from the low-density ionized gas but 
73% from the neutral ISM!

Detection of 205µm [N II] from Ground 

Oberst et al. (2006)
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Fig. 1.—[N ii] 205 mm spectrum obtained using SPIFI on AST/RO. These
data were obtained at the peak of the radio continuum contours of the Carina II
H ii region (Retallack 1983). Velocity resolution is 60 km s . The dashed line!1

shows the intrinsic instrumental profile. The data were smoothed with a Hann
window.

lines such as [C i] ( ) and CO ( ) (Zhang et al. 2001),
3

3P r P 4 r 31 0
consistent with an origin for the [N ii] line in the ionized medium.

4. DISCUSSION

The Carina Nebula is well studied morphologically and spec-
troscopically from the X-ray to radio regime. Most relevant to
the present work is the far-infrared spectroscopic mapping ob-
tained with the ISO satellite. Mizutani et al. (2002) obtained
complete (43–197 mm) LWS low-resolving power ( )R ∼ 200
spectra of the Carina Nebula. A rectangular region was mapped
from to and to ! , whichl p 287!.0 287!.65 b p !0!.78 0!.23
covers the prominent Carina I and Carina II H ii regions. The
LWS beam size was ∼70!–80!, but the raster scans were
coarsely sampled so that data were obtained on a square grid
with a spacing of 3". The prominent far-IR fine-structure lines
of [O iii], [O i], [C ii], [N iii], and [N ii] 122 mm are readily
detected at nearly every position mapped. The authors use the
line ratios to build a model for the ionized gas regions in the
nebula. In particular, the ratio of the 52 : 88 mm [O iii] lines
is sensitive to electron density for densities between 100 and
3000 cm (see Melnick et al. 1979). They find two distinct!3

components to the electron density: a high-density (n ∼e
cm!3) component at the Carina I and Carina II H ii100–350

regions, and an extended low-density ( cm!3) com-n # 100e
ponent detectable over the entire ∼30 pc diameter region
mapped. Mizutani et al. (2004) find a correlation between the
observed [C ii] and [O i] 63 mm lines from which they estimate
that 80% of the [C ii] line emission comes from PDRs in the
Carina Nebula as opposed to low-density ionized gas regions.

4.1. The [N ii] Line Ratio
The [N ii] lines provide a distinct probe of the ionization

structure and gas density in H ii regions. Formation of O""

requires energetic 35.1 eV photons, so that the [O iii] lines trace
H ii regions formed by very early-type (O7) stars. Lower energy
photons (14.53 eV) can form N so that these lines arise from"

H ii regions formed by the softer UV radiation of late O-type
or early B-type stars, or from the lower ionization “outskirts” of
H ii regions formed by earlier type stars. Since O and N"" ""

have similar ionization potentials (35.1 and 29.6 eV, respec-
tively), an O zone contains mainly N rather than N . The"" "" "

twin [N ii] lines have significantly lower critical densities
( and 293 cm (8000 K) for the 205 and 122 mm lines,!3n ∼ 44crit
respectively) for thermalization than the [O iii] lines (n ∼crit

and 3600 cm (8000 K) for the 88 and 52 mm lines, re-!3510
spectively), so that they make better probes of lower density gas.
Unfortunately, the undersampled ISO LWS mapping of Mi-

zutani et al. (2002) does not directly sample the position where
we obtained our spectrum displayed in Figure 1. The nearest po-
sition is at , [ ,h m sl p 287!.550 b p !0!.583 R.A. p 10 44 54.1

(J2000.0)], or about 1".27 (more than a full′ ′′decl. p !59!37 17
beam) offset from our peak line flux position. However, this po-
sition is covered by other pixels in the array, for which we obtain
an integrated line flux of 21.4 K km s , or!1 (3.6" 0.7)#

W m in our 54! beam. Using the ISO data archive, we!15 !210
obtain a 122 mm [N ii] line flux of Wm , ormaking!14 !21.66# 10
the extended source correction, a flux of W m in!14 !21.12# 10
the 78!.2 LW2 ISOLWSdetector beam (Gry et al. 2003).Assuming
a uniform intensity source, and correcting for the difference in
beam size, the ISO flux is W m referred to our!15 !25.33# 10
54! beam, so that the 122 mm line is 1.5 times brighter than the
205 mm line. Assuming 30% calibration uncertainty for each line,
the ratio is .1.5" 0.64
We have calculated the [N ii] 122 : 205 mm line intensity ratio

as a function of gas density assuming electron impact excitation
and using the collision strengths fromHudson&Bell (2004) scaled
to an assumed electron temperature of 8000 K (Fig. 2). The
observed ratio of 1.5 indicates a very modest gas density:
∼32 cm . Even allowing for a 30% calibration uncertainty, it is!3

clear that the [N ii] lines (tracing low-ionization gas) arise from
a low-density medium: . Therefore, the!3 !320 cm # n # 60 cme
“halo” of low-density ionized gas discovered in its [O iii] line
emission (Mizutani et al. 2002) also contains gas in lower ioni-
zation states. This low-ionization, diffuse gas is similar to thewarm
ionized medium in the Galaxy as a whole.

4.2. The Fraction of [C ii] from Ionized Gas
Since the critical densities for electron impact excitation of

the 158 mm [C ii] line and the 205 mm [N ii] line are very similar,
to a good approximation the line ratio in ionized gas regions is
dependent only on the relative abundance of C and N within" "

the H ii region. Using the collision rates for exciting the ground-
state levels of C from Blum & Pradhan (1992), we have cal-"

culated the expected ratio of the two lines as a function of density
and present it in Figure 2. The temperature dependence is quite
small, as the levels are only 91 and 70 K above ground, re-
spectively—small compared with the temperature (8000 K) of
an H ii region. For the calculation, we take the gas-phase abun-
dances of and" !4 "n(C )/n p 1.4# 10 n(N )/n p 7.9#e e

(Savage & Sembach 2004) and correct for the fraction of!510
the two elements expected in the first ionization state using the
H ii region models of Rubin (1985). The [C ii]/[N ii] line ratio
from ionized gas is 3.1 at low densities, and 4.3 at high densities,

[N II] emission from Carina nebular 
with velocity resolution of 60 km/s



• Diameter: 3-6 m 
• Surface accuracy: < 20µm 
• For the detection of 205µm [N II] 
line from ground-base, < 10µm? 

• Wide field heterodyne 
receiver camera 
• For wide area mapping, 100-250 
multi-beam receiver

Small Telescope Designed as Survey
2.2 Specifications of 10‐m Telescope

• Diameter：> 10m
• Surface accuracy：< 20μm
• Frequency：200GHz‐1.3THz
• Field of view：1°
• Pointing accuracy：2″
• Tracking accuracy：0.5″

200GHz 800GHz 1.3THz

37″ 9.3″ 5.8″

Angular resolution（10m）GHz 3m 4m 6m

460 55” 41” 27”

850 29” 22” 15”

1500 17” 13” 8.5”

Angular resolution

NANTEN II (4m)



NASA/R.	Hurt	

Mapping	area:	
		Inner	disk:	l	=	221°～25°		|b|≦1°	

						Spiral	arms,	interarm,	bar,		G.C.		

l=10

l=50

l=198

l=236

Partially overlap FUGIN area 
232° < l < 14° (EL >30°), 221° < l < 25° (EL>20°)

Visible Sky

l=25

l=221

南極 30m テラヘルツ望遠鏡－諸元－ 

（2015.11.2） 

〇感度等 

(1) 連続波観測（注 1） 

   （冬季 50%レベル＠新ドームふじ） 

周波数帯 

 

   感 度 (5σrms) （τ=積分時間） 角分 

解能 

素子数 Mapping speed 

[deg2 hr-1 mJy-2] τ=60sec 1 hour 10 hours confusion 

230GHz 0.67mJy 0.09mJy 0.027mJy 0.19 mJy 11” 4000×2 128×2 

400  1.12 0.15 0.046 0.22 6.2” 6300×2 22×2 

650 1.68 0.22 0.069 0.052 3.8” 16600×3  9.8×3 

 850 2.45 0.32 0.10 0.011 2.9” 27000×2  4.4×2 

1300 13.6 1.76 0.48 0.00035 1.9” 10800×2  0.024×2 (注 3) 

1500 46.4 6.00 1.89 0.00009 1.7” 14400×3  0.0022×3 (同) 

       （注 1: 点源を観測したときのフラックス密度での感度。感度は τ1 に比例する。 

（注 2: Confusion limit は Blain+2002 を元に求める） 

（注 3: ホーンを使用予定） 

(2) スペクトル線観測 

   （冬季 50%レベル＠新ドームふじ） 

周波数帯 周波数範囲 感度(5σrms for ΔV=1km/s）＊ 角分解能 

τ=60sec 1 hour 10 hours 

(220 GHz) 210-275 0.096 K 0.012 K 0.0039 K 11.3” 

 350 275-373 0.081 0.010 0.0033 7.1” 

 450 385-500 0.15 0.019 0.0061  5.5” 

 650 600-710 0.21 0.027 0.0086 3.8” 

 850 787-950 0.34 0.043 0.014 2.9” 

1000 1010-1060 0.86 0.11 0.035  2.5” 

1300 1260-1380 0.92 0.12 0.038 1.9” 

1500 1440-1540 1.05 0.13 0.043 1.7” 

                 ＊ON 点積分時間。感度は ON+OFF 観測時。 

       （注 1: 感度は V 1 ∆τ に比例する） 

       （注 2: 多素子受信機を搭載） 

       （注 3: 分光電波カメラ[R~1000, ΔV=300km/s]も搭載） 

 
〇観測可能天域（＠新ドームふじ） 

仰角(EL) 赤緯(Decl.) 

> 5° <＋8° 

>10° <＋3° 

>20° <－7° 

 



• [N II] 1.46THz Galactic plane survey 
• [N II] emission reveals the fraction of [C II] emission arises 
from the ionized gas and the neutral ISM 

• [C I] 809GHz observation when the weather is not good 

• Mapping area: l = 221°- 25° (EL>20°), |b| ≤1° (|b| ≤2°) 

• 20” grid, ΔT(5σ)=0.76K, 10x10 beams ̶> 20,000h (OTF)         
>> more low noise receiver and more beams (or smaller D)

Survey with Small Telescope

Freq.	band	
(GHz)

Freq.	range	
(GHz) Lines Beam Sensi>vity	(5σ)	

(τ=10min,	Δv=1km/s)
Angular	Resolu>on	

(D=4m)

460 385-540 CO	(J=4-3),	[C	I]	3P1-3P0 250 0.054	K 41.3”

650 575-735 HCl,	D2H+ 250 0.092	K 28.5”

850 775-965 CO	(J=7-6),	[C	I]	3P2-3P1 250 0.14	K 21.7”

1000 1000-1060 CO	(J=8-7),	NH+ 100 0.35	K 18.7’

1300 1250-1380 CO	(J=11-10),	H2D+ 100 0.47	K 14.2”

1500 1450-1550 [N	II] 100 0.76	K* 12.7”

From Kuno’s document(*:Tsys=6000K)



• [N II] 1.46THz Galactic plane survey 
• [N II] emission reveals the fraction of [C II] emission arises 
from the ionized gas and the neutral ISM 

• [C I] 809GHz observation when the weather is not good 

• Mapping area: l = 221°- 25° (EL>20°) some strip scans 

• 20” grid, ΔT(5σ)=0.76K, 10x10 beams ̶> 55h (OTF)/strip   
>> some strip scans at latitude b

Survey with Small Telescope

Freq.	band	
(GHz)

Freq.	range	
(GHz) Lines Beam Sensi>vity	(5σ)	

(τ=10min,	Δv=1km/s)
Angular	Resolu>on	

(D=4m)

460 385-540 CO	(J=4-3),	[C	I]	3P1-3P0 250 0.054	K 41.3”

650 575-735 HCl,	D2H+ 250 0.092	K 28.5”

850 775-965 CO	(J=7-6),	[C	I]	3P2-3P1 250 0.14	K 21.7”

1000 1000-1060 CO	(J=8-7),	NH+ 100 0.35	K 18.7’

1300 1250-1380 CO	(J=11-10),	H2D+ 100 0.47	K 14.2”

1500 1450-1550 [N	II] 100 0.76	K* 12.7”

From Kuno’s document(*:Tsys=6000K)



THz Survey Telescopes
• FIRSPEX (~1m) (Rigopoulou et al. 2015) 
• Small satellite from LEO by ESA and CAS(China) 
• [C II] 1.9THz, [NII] 1.46THz, [C I] 809GHz, CO(6-5) 690 
GHz 

• STO (80cm) (Walker et al. 2016) 
• The Stratospheric TeraHertz Observatory by Balloon 
• [C II] 1.9THz and [NII] 1.46THz at 1 arcmin. angular 
resolution 

• SOFIA(2.5m)/GREAT (Young et al. 2012) 
• GREAT: 60‒240µm (Heyminck et al. 2012) 
• 1.25~5 THz ([N II] 1.46THz, [C II] 1.90THz, [O I] 2.06, 
4.74THz)

 

 

 
 
On Oct. 15, 2009 STO had its test flight from Ft. Sumner, NM. During its ~12 hours at float altitude (~126,000 
ft.)  key components of STO were tested to help ensure the system would meet the objectives of the upcoming 
science flight. STO consists of 3 major components; a gondola, an 80 cm telescope, and a THz heterodyne 
receiver system. The gondola and telescope have been refurbished from the successful Flare Genesis 
Experiment. The gondola was upgraded by APL to use 3 gyroscopes for inertial guidance and an optical tracker 
for absolute pointing.  The telescope was light-weighted and its primary and secondary mirrors re-aluminized. A 
room temperature receiver system and a cryostat were constructed and flown on the test flight.  A computer-
controlled, sliding weight was added to dynamically compensate for cryogen evaporation during flight. 
 
 

2.0  TEST FLIGHT INSTRUMENT  
 
The STO flight from New Mexico was designed to provide a faithful test of the Antarctic gondola, telescope, 
and key elements of the science instrumentation.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Antarctic ready versions of the telescope/gondola systems, instrument electronics, computing, control, and data 
storage systems were flown. To faithfully characterize the performance of the telescope drives and pointing 
system, the test flight instrument was designed with the same CG and weight as the full Antarctica flight 
instrument.  The STO test flight carried a test cryostat and an un-cooled Schottky receiver. The receiver was 
used to point on the 13CO J=3-2 line. The dewar was used to test the ability of a sliding weight to compensate 
for the loss of cryogens during flight. 
  
Figure 1 shows the STO telescope and instrument package as it was configured for the test flight. The 
instrument flight system as deployed contained the following subsystems: 
 
 

Figure 1: STO test-flight telescope and instrument package configuration, as conceptualized
(left) and being integrated at Fort Sumner in early October, 2009 (right). 
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Summary
• To understand the evolutionary process of interstellar 

medium not only neutral gas but also ionized gas, 
the observations of atomic lines at THz are critical. 

• [N II] is an excellent probe of star formation rate 
(SFR) and infrared dust luminosity (LIR), and [N II] 
emission reveals the fraction of [C II] emission arises 
from the ionized gas and the neutral ISM. 

• So I would like to propose the [N II] 1.46THz Galactic 
plane survey with the heterodyne receiver camera at 
South Pole. There is difficulty to survey entire the 
Milky Way, but it is good to observe the limited area 
(strips) or the latitude direction.



Radial Distribution of ISM
Pineda et al. (2011)

J. L. Pineda et al.: A Herschel [C II] Galactic plane survey. I.

Fig. 6. Radial distribution of the azimuthally averaged [C II] emissivity
for LOSs at b = 0◦, b = ±0.5◦, b = ±1.0◦, and for all observed LOSs
together.

and Crux-Scutum (peak at 6.7 kpc) tangencies. The Sagittarius-
Carina (peak at 6.2 kpc) and Carina-Sagittarius (peak at 8.7 kpc)
make a smaller contribution. Figure 5 shows that the brightest
[C II] emission in the GOT C+ survey arises from the Scutum-
Crux tangent at 4.2 kpc.

In Fig. 6 we show the radial distribution of the [C II] emis-
sivity from LOSs with b = 0◦, b = ±0.5◦, and b = ±1.0◦, and for
all observed LOSs together. The [C II] peak at 4.2 kpc from the
Scutum-Crux arm is only seen for b = 0◦, while the intensities
from b = ±0.5◦, b = ±1.0◦ mostly contribute to the intensity
at 5.2 kpc from the Galactic center. The shift in the peak of the
radial distribution for |b| > 0◦ is related to the vertical struc-
ture of the Galactic disk. A cloud with Rgal = 5 kpc observed
in a LOS with |b| = 1◦ would have a vertical distance from the
Galactic plane of ∼65 pc, assuming that it is in the near side of
the Galaxy, while a cloud with Rgal = 4 kpc, in the same sit-
uation, would have a vertical distance of ∼100 pc. A Gaussian
fit to the latitudinal [C II] distribution observed by BICE (see
Fig. 9 in Nakagawa et al. 1998) results in an angular FWHM of
the Galactic disk of 1.9◦. Assuming that most of their observed
[C II] emission is in the near side of the Galaxy at a heliocen-
tric distance of about 4 kpc, this angular FWHM corresponds to
130 pc. Our inability to detect a peak of emission at 4 kpc for
|b| > 0◦ seems to be consistent with this value of the [C II] disk
thickness. Results on the vertical structure of the Galactic disk
using the GOT C+ data will be presented in a future paper.

In Fig. 7, we compare the radial distributions of the [C II],
12CO, and H I emissivities. Typical 1σ uncertainties in the [C II],
H I, and 12CO emissivities are 0.02, 0.6, and 0.1 K km s−1 kpc−1,
respectively. We see that both [C II] and 12CO are mostly con-
centrated in the 4−10 kpc range, peaking at 4.25 kpc. The dis-
tribution of the H I emissivities extends over a larger range of
Galactocentric distances, with a peak at 5 kpc.

Fig. 7. Radial distribution of the azimuthally averaged [C II], H I, and
12CO emissivities at b = 0◦. The discontinuity in the H I emissivity
distribution at ∼9 kpc is discussed in Sect. 5.1. Typical 1σ uncertainties
in the [C II], H I, and 12CO emissivities (before scaling) are 0.02, 0.6,
and 0.1 K km s−1 kpc−1, respectively.

4. The origin of the [C II] emission in the Galaxy

4.1. Velocity components

In the following, we associate the [C II] emission with other
tracers in order to separate the contribution from different ISM
phases to the observed emission. We define 5 mask regions
that represent different stages of the ISM evolution depending
whether H I, [C II], 12CO, and 13CO are detected in an individual
pixel in the position-velocity map (spaxel). We define Mask 0
as those spaxels in which H I emission is detected but [C II], CO,
and 13CO not. These regions likely represent low-volume density
atomic gas (see Sect. 5.1). Mask 1 includes spaxels in which H I
and 12CO (or 13CO) are detected but [C II] is not. These spax-
els trace dense molecular gas that is too cold for [C II] to be
detectable at the sensitivity limit of the observations. Mask 2
are spaxels where H I and [C II] are detected but 12CO is not.
These regions are likely larger volume density atomic clouds
that have insufficient FUV-photon shielding to allow the build-
up of CO and therefore in which most of the gas-phase carbon is
in the form of C+. Mask 3 includes spaxels in which H I, [C II],
and 12CO are detected but 13CO is not. These regions represent
more shielded regions where CO is forming but with inadequate
column density to have detectable 13CO emission at the sensi-
tivity of our observations. Finally, Mask 4 includes spaxels in
which H I, [C II], 12CO, and 13CO are all detected. These regions
likely represent PDRs that have large volume and column densi-
ties and are warm enough to produce significant [C II] emission.
In Table 1 we present a summary of the mask region definitions.

In Fig. 8 we present the distribution of the different masks in
the position-velocity map of the Galaxy for −60◦ < l < 60◦
and b = 0◦. We present similar position-velocity maps for
b = ±0.5◦ and ±1.0◦ in Appendix B (Fig. B.5). The dense
PDRs (Mask 4) are closely associated with the spiral arms. These
regions are surrounded with spaxels in Mask 3 which, in turn, are
surrounded with spaxels in Mask 2. We suggest that this spatial
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Fig. 12. Radial distribution of the azimuthally averaged total H I col-
umn density in the Galactic plane. We also include the estimated ra-
dial distribution of the cold neutral medium (CNM) and warm neutral
medium (WNM) gas. Typical uncertainties of the H I column densities
are 1018 cm−2 kpc−1. The vertical line shows the Solar radius. At 9 kpc
there is a discontinuity in the total and WNM N(H I) distribution which
is attributed to the abrupt change between the number of rings sam-
pled in the inner and outer Galaxy. We therefore also show lines that
smoothly connect the distributions in the inner and outer Galaxy.

can be detected in the region where only H I is detected in
the pointed observations (Mask 0). The average H I column for
Rgal = 3−8 kpc (∼1 × 1020 cm−2 kpc−1), would imply a [C II]
emissivity of about 0.17 K km s−1 kpc−1 in the case that all gas is
CNM and 0.006 K km s−1 kpc−1 in the case that all gas is WNM.
Thus, the emission detected in Mask 0 can only be associated
with CNM gas. Note that for the inner galaxy, when we asso-
ciate H I with [C II] and/or 12CO emission in individual spaxels,
we are assuming that the H I and [C II] and/or 12CO emission
arises from both the near and far side of the Galaxy. We could
in principle overestimate the H I column density associated with
the CNM in the case that the [C II] and/or 12CO emission arises
from either the near or far side of the galaxy, but H I from both
sides. We consider this situation unlikely, however, as we ex-
pect that the physical conditions within a galactocentric ring to
be relatively uniform. The maximum effect, in the case that all
LOSs in the inner galaxy are affected, is a reduction of the az-
imuthally averaged CNM column density by a factor of ∼2 (and
a corresponding increase of the WNM column density by the
same factor).

In Fig. 12, we show the radial distribution of the total H I col-
umn density together with that of the contributions from CNM
and WNM gas. The column densities are estimated from the H I
emissivity distributions which are in turn calculated consider-
ing all spaxels with H I emission as well as those associated with
CNM gas (Masks 1, 2, 3, and 4) and those associated with WNM
gas (Mask 0). The column density of CNM gas was corrected for
opacity effects as described in Sect. 4.2. The value of N(H I) at
Rgal = 8.5 kpc (6.7×1020 cm−2 kpc−1; without the opacity correc-
tion) is in good agreement with the local value of the H I surface
density of 6.2× 1020 cm−2 found by Dickey & Lockman (1990).
As we can see, the CNM dominates the H I column density in the
inner Galaxy, while WNM dominates in the outer Galaxy. The

Fig. 13. Radial distribution of the mass fraction of the atomic gas in
the cold neutral medium (CNM). The horizontal line shows the local
mass fraction of the CNM derived by Heiles & Troland (2003). The
vertical line denotes the solar radius. The typical uncertainty in the ratio
is ∼0.002.

column density of the WNM gas in the inner Galaxy is similar
to what we estimated for the H I column density required to re-
produce the [C II] emission resulting from the azimuthal average
in Mask 0. This result indicates that even a larger fraction of the
atomic gas in the inner Galaxy might be in the form of CNM.
CNM clouds may still exist in the outer Galaxy, as molecular
clouds and star formation are present, and the reduction of its
contribution in the outer Galaxy might be a result of a reduced
filling factor of the CNM gas.

There is a discontinuity in the total H I column density distri-
bution at around 9 kpc, which may be an artifact of the assumed
flat rotation curve with purely circular motions. An alternative
explanation is shown in Fig. A.2 in Appendix A, which shows
the number of ring samples as a function of Galactocentric dis-
tance. Because a LOS samples a ring in the inner Galaxy twice
but a ring in the outer Galaxy only once, there is a discontinuity
in the number of samples between the inner and outer Galaxy.
This discontinuity will therefore affect the azimuthally averaged
emissivity distributions. The effect on the [C II] and 12CO emis-
sivity distributions is small because it coincides with a steep de-
crease in the value of the sum of the emissivities for each sam-
ple (see numerator in Eq. (A.8)). In the case of H I, however,
the sum of the emissivities for each sample is smooth at around
9 kpc, and therefore dividing by the number of samples results
in a noticeable discontinuity. In Fig. 12, we also show the H I
column density distribution where data points with Rgal < 9 kpc
and Rgal > 11 kpc are smoothly connected.

In Fig. 13 we present the mass fraction of the CNM gas. In
the inner Galaxy, up to 90% of the atomic gas is in the form
of CNM, with even a larger percentage being possible based
on the discussion above. For larger Galactocentric distances,
this fraction decreases to only 0.1−0.2, showing little variation
with Galactocentric distance. These results are in good agree-
ment with those found by Dickey et al. (2009) using H I emis-
sion/absorption observations in the outer Galaxy. At Rgal =
8.5 kpc, we find that the fraction is in good agreement with the
local fraction of 0.4 derived by Heiles & Troland (2003). We
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Fig. 21. Top panel: radial distribution of the surface density of hydro-
gen in the Galactic plane. We also show the contribution of the atomic
and molecular hydrogen gas. Lower panel: radial distribution of the dif-
ferent ISM components, including the cold and warm neutral medium
(atomic gas), the CO-dark H2 component, and the H2 gas that is traced
by 12CO and 13CO. All surface densities have been corrected to account
for the contribution of He.

on the strength of FUV field and H volume density. The solution
for a given value of the [C II]/12CO ratio is not unique, however,
and several pairs of χ0 and nH can reproduce the observations.
Therefore, we can only use the [C II]/12CO ratio to determine a
range of plausible values of the FUV radiation field and H vol-
ume density that characterize the line-emitting region.

In a preliminary study of [C II], 12CO, and 13CO velocity
components on 16 GOT C+ LOSs, Pineda et al. (2010b) used
PDR model calculations to constrain the strength of the FUV
field to be mostly χ0 = 1−10, over a wide range of H2 volume
densities, thus suggesting that most of the observed [C II] emis-
sion associated with 12CO and 13CO is exposed to weak FUV
radiation fields. A similar result, was obtained from PDR mod-
eling of the [C II] emission observed by COBE by Cubick et al.
(2008), suggesting that most of the [C II] in our Galaxy origi-
nates in a clumpy medium exposed to an FUV field of χ0 ≃ 60.

Fig. 22. Comparison between the [C II] and 12CO emissivities cor-
responding to different Galactocentric rings, for gas associated
with Mask 3 (red circles) and Mask 4 (black boxes). The straight
lines represent fits to the data. Typical uncertainties are 0.02
and 0.1 K km s−1 kpc−1, for [C II] and 12CO, respectively.

With the complete GOT C+ survey, we can study the
[C II]/12CO ratio over the entire Galactic plane and determine
how the strength of the FUV field is distributed in the Galaxy.
We consider the azimuthally averaged emissivity of [C II] calcu-
lated from spaxels where both 12CO and 13CO emission is de-
tected (Mask 4), and where 12CO is detected but 13CO is not
(Mask 3; see Fig. 9). As discussed in Sect. 4, gas associated
with Mask 3 might represent low-column density gas surround-
ing the high-column density regions associated with Mask 4. In
Fig. 22, we show a comparison between the [C II] and 12CO in-
tensities for different Galactocentric rings, for gas associated
with Mask 3 and 4. In both mask regions we see a good cor-
relation between these two emissivities. A straight line fit results
in I(12CO) = 7.8I([C II]), for Mask 3, and I(12CO) = 3.3I([C II])
for Mask 4.

In Fig. 23, we show the radial distribution of the [C II] to
12CO emissivity ratio for Masks 3 and 4. We also include the
radial distribution of the [C II]/12CO ratio resulting from the
combined emission from Masks 3 and 4. The ratio is computed
considering emissivities in units of erg s−1 cm−2 sr−1 kpc−1. We
restrict the range in Galactocentric distance to be between 3 and
10 kpc because, for these regions, both [C II] and 12CO have
significant emission in this range. As expected, given the lin-
ear correlation between [C II] and 12CO, the ratio shows little
variation between 3 and 10 kpc. We also include horizontal lines
representing the average [C II]/12CO ratio for each mask region.
These horizontal lines are labeled with a range of pairs of the
FUV field and H2 volume densities (χ0, nH2 ), that can reproduce
the corresponding values of the [C II]/12CO ratio, as predicted
by the PDR model calculations from Kaufman et al. (1999). As
mentioned before, Mask 3 might represent regions with lower
column densities compared to those in Mask 4. This column
density difference might also translate into a difference in vol-
ume densities because we do not expect a large difference in
the spatial extent of such regions. We thus show the results of
the PDR model for ranges in nH2 that, based on the analysis in
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Radial distribution of surface density of hydrogen 
in the Galactic plane

Radial distribution of CNM and WNMRadial distribution of [C II], H I, and 12CO at b=0 A&A 554, A103 (2013)

Fig. 20. Radial distribution of the CO-to-H2 conversion factor. We show
the distribution for values estimated considering the CO-traced H2 gas
as well as that including the CO-dark H2 gas component.

using the slope of the metallicity gradient in Eq. (2), fixing XCO
to be 1.74 × 1020 cm−2 (K km s−1)−1 at Rgal = 8.5 kpc.

Both XCO distributions increase with the Galactocentric dis-
tance. But when the contribution from CO-dark H2 is included,
the slope is steeper. This steeper slope is a result of the mono-
tonic increase of the CO-dark H2 contribution to the total H2 col-
umn density with Galactocentric distance (Fig. 19). The radial
distribution of XCO considering N(H2) from 12CO and 13CO only
is consistent with that fitted by Wilson (1995). When CO-dark
H2 is included in the calculation of XCO the radial distribution
starts to resemble that fitted by Israel (2000). The offsets of
course will change if the normalization at Rgal = 8.5 kpc is ad-
justed. Note that there is a difference in the method used by
Wilson (1995) and Israel (2000) to derive XCO. Wilson (1995)
observed 12CO in several giant molecular clouds within several
nearby galaxies and compared their virial masses to the mass
derived from their 12CO luminosities using a Galactic conver-
sion factor. Israel (2000) estimated the H2 mass of a sample of
nearby galaxies by modelling their FIR continuum emission to
derive their masses and related them to their 12CO luminosities
to derive XCO. The FIR continuum emission should trace the to-
tal H2 content (including the CO-dark H2 component) while the
method based on the virial mass derived from 12CO mapping
accounts for only the H2 mass traced by 12CO.

The increase of XCO with Galactocentric distance for the case
when only CO and 13CO are used to derive N(H2) is a result of
the abundance gradient we applied in the calculation of N(H2).
If we set the [CO]/[H2] abundance to be constant when con-
verting N(CO) to N(H2) for mask CO2, and from AV to N(H2)
for mask CO1, we obtain a nearly constant radial distribution of
XCO. When the CO-dark H2 is included, however, the slope (seen
in Fig. 20) results from both the abundance and the thermal pres-
sure gradients. If we also set the [C+]/[H2] abundance to be con-
stant we still obtain a distribution that increases with Rgal. Thus,
the difference in the slopes in the distribution of XCO is a result
of the use of the thermal pressure gradient in the calculation of
the CO-dark H2 column density distribution.

Table 2. Mass of Milky Way ISM components.

Component Mass
109 M⊙

H2 from CO 1.9
H2 CO-dark 0.7
H2 Total 2.6
H I CNM 0.9
H IWNM 1.6
H I Total 2.5
Total H I + H2 5.1

5.5. The surface density distribution and mass of the atomic
and molecular gas in the Galactic plane

In the top panel of Fig. 21, we show the vertical surface density
distribution of the total hydrogen gas in the Galactic plane. We
also show the relative contributions from atomic and molecular
gas. We calculated the surface densities assuming a Gaussian
vertical distribution of the gas. For the molecular gas we as-
sume a constant FWHM disk thickness of 130 pc (Sect. 3.2).
In the case of the atomic gas, the disk thickness is observed
to increase with Galactocentric distance, and we used the expo-
nential relation presented by Kalberla & Kerp (2009), zFWHM =
0.3e(Rgal−8.5)/9.8 kpc. In all cases, the surface density includes a
correction to account for the contribution from He. In the lower
panel of Fig. 21, we show the surface density distribution of
the different contributing ISM components of the atomic and
molecular gas studied here, the cold and warm neutral medium,
the CO-dark H2 gas, and the H2 gas traced by 12CO and 13CO.
The surface density distribution of atomic and molecular gas de-
rived in our analysis is similar to that derived by Scoville &
Sanders (1987), but with the addition of the CO-dark H2 com-
ponent, the distribution of molecular gas extends over a larger
range of Galactocentric distances compared with that traced by
12CO and 13CO only. In Table 2, we list the mass of each ISM
component studied here. The CO-dark H2 gas accounts for about
30% of the total molecular gas mass. The WNM dominates the
mass of atomic gas in the Galactic plane, accounting for 70% of
the total atomic mass.

6. The FUV radiation field distribution
in the Milky Way

An important parameter governing the thermal balance and
chemistry in interstellar clouds is the strength of the FUV field,
χ0 (in units of the Draine 1978 field). The gas heating in cold,
diffuse regions is dominated by the photoelectric effect resulting
from the absorption of FUV photons by dust grains and PAHs.
The FUV field also plays a critical role in the formation and de-
struction of CO, determining the column density at which the
C+/C0/CO transition takes place. It is therefore of interest to de-
termine the typical strength of the FUV field to which the inter-
stellar gas is exposed and how this FUV field varies from place
to place in the plane of the Milky Way.

PDR model calculations suggest that the [C II]/12CO inte-
grated intensity ratio is primarily a function of χ0 and the total H
(nHI + 2nH2) volume density (Wolfire et al. 1989; Kaufman et al.
1999). The reason for this dependence is that the 12CO emission
becomes optically thick quickly after a modest fraction of the
gas-phase carbon is converted to CO. The [C II]/12CO ratio is
thus determined by the column density of C+ and the tempera-
ture of the line-emitting region. Both quantities depend, in turn,
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Fig. 18. Radial distribution of the H2 column density in the plane of the
Milky Way. We also show the relative contributions to the total H2 col-
umn density from gas traced by 12CO and 13CO and from CO-dark
H2 gas.

5.3. The complete distribution of H2 in the plane
of the Milky Way

In Fig. 18, we show the radial distribution of the total az-
imuthally averaged H2 column density. The total N(H2) is the
combination of the contribution from H2 gas traced by CO and
that traced by [C II] (CO-dark H2 gas). Both contributions are
also included in the figure. Close to the Galactic center, most
of the H2 is traced by CO with the CO-dark H2 gas making a
negligible contribution. The CO-traced H2 gas is mostly con-
centrated in the 4 kpc to 7 kpc range, while the CO-dark H2 gas
is extended over a wider range of Galactocentric distances, be-
tween 4 and 11 kpc. As mentioned in Sect. 5.2.1, the distribution
of the CO-dark H2 column density is nearly constant between 4
and 11 kpc. However, the fraction of the total molecular gas in
this component increases with Galactocentric distance. This in-
crease is shown in Fig. 19 where we show the CO-dark H2 gas
fraction as a function of Galactocentric distance. The fraction
of CO-dark H2 gas increases monotonically with Galactocentric
distance, rising from 0.2 of the total H2 gas at 4 kpc to be about
0.8 at 10 kpc. The Galactic metallicity gradient is likely accom-
panied by a decrease of the dust-to-gas ratio with Galactocentric
distance. The reduced dust extinction results in an increased
FUV penetration, which in turn results in the C+/C0/CO tran-
sition layer taking place at larger H2 column densities. Thus, as
suggested by our results, the low-column density H2 gas at large
Galactocentric distances, with low-metallicities, is better traced
by [C II] (and perhaps [C I]) than by CO.

For Rgal > 11 kpc, we see a reduction of the column den-
sity of CO-dark H2 gas. In the outer Galaxy we detect fewer
[C II] clouds per unit area and, as we can see in Fig. 11, most of
the detected emission is associated with dense PDRs. Because of
the reduced carbon abundance in the outer Galaxy, and perhaps
reduced thermal pressures, the [C II] intensity associated with
CO-dark H2, as well as that associated with H I and electron gas,
might be reduced to be below our detection threshold, while only
regions associated with star-formation, dense PDRs, can produce
detectable emission. Due to the reduced star formation activity

Fig. 19. Radial distribution of the fraction of the total H2 column den-
sity comprised by the CO-dark H2 gas.

per unit area in the outer Galaxy, the average strength of the
FUV field is likely also reduced. This reduction of the FUV field
results in a lower kinetic temperature that reduce the excitation
of [C II] line. Additionally, the plane of the Milky Way is known
to warp towards the outer Galaxy, while the CO-dark H2 distri-
bution is based on [C II] data at b = 0◦. Thus, our sampling of
the outer Galactic plane might not be as good as it is for the inner
Galaxy. Therefore we cannot rule out that the distribution of H2
extends even further in the outer Galaxy than indicated here.

5.4. The CO-to-H2 conversion factor in the Milky Way

When 13CO observations are not available, the mass of molec-
ular clouds or the molecular content of entire galaxies is often
estimated from observations of the 12CO J = 1 → 0 line apply-
ing an empirically-derived CO-to-H2 conversion factor (XCO ≡
N(H2)/ICO ∝ MH2/LCO). Modelling applied to γ-ray observa-
tions, which trace the total molecular content along the line-of-
sight, results in a local value of 1.74 × 1020 cm−2 (K km s−1)−1

or MH2/LCO = 3.7 M⊙ (K Km s−1 pc2)−1 (Grenier et al. 2005).
Several theoretical studies have focused on the dependence of
XCO on environmental conditions, showing that XCO is partic-
ularly sensitive to metallicity and the strength of the FUV ra-
diation field (e.g. Maloney & Black 1988; Sakamoto 1996).
Observationally, however, it has been found that XCO is mostly
sensitive to metallicity (e.g. Rubio et al. 1991; Wilson 1995;
Israel 1997, 2000) while not showing a significant dependence
on the strength of the FUV field (Pineda et al. 2009; Hughes
et al. 2010).

We estimated the radial distribution of XCO in the
Galactic plane by dividing the H2 column density in a given
Galactocentric ring by its corresponding 12CO emissivity. In
Fig. 20 we show the radial distribution of XCO derived from
the H2 column density traced by CO and 13CO only, as well
as that including the CO-dark H2 component. We also show
the radial distribution of XCO derived from the relationship be-
tween XCO and metallicity observed by Wilson (1995) and Israel
(2000) in nearby galaxies. We converted the dependence of XCO
on metallicity presented by these authors to a radial dependence
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• [N II]122µm/[N II]205µm line ratio 
• [C II] 158µm/[N II] 205µm line ratio indicates [C II] emission 
arising in ionized gas (insensitive gas density) 

• [N II] 122µm/[N II] 205µm can be used as an effective 
density tracer between 20 and 2000cm-3 (Stacey 2011)

Diffuse Gas Density

Stacey et al. (2011)
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escape an emitting gas cloud. Furthermore, the energy levels 
that emit the lines lie within a few hundred K of the ground 
state, so that they are easily collisionally excited by e-1, H, or 
H2 impacts in many astrophysical environments. The 
combination makes these THz lines important coolants for 
many phases of the ISM and excellent probes of the physical 
conditions of the gas clouds and probes of the sources of heat, 
be it the radiation fields from nearby stars or AGN, cosmic 
rays, X-rays or interstellar shocks.     

 

B. Ionized Gas Lines 
It takes 13.6 eV photons to ionize hydrogen, so species that 

require more than 13.6 eV photons to form will be found 
exclusively within HII regions (O++, N+, N++), and those with 
ionization potentials less than 13.6 eV (O, C) will be found  
exclusively in neutral gas clouds. C+ takes only 11.3 eV 
photons to form, but 24.4 eV to further ionize so that it is 
found both in neutral and ionized gas clouds. Fine-structure 
lines are excellent probes of gas density. Within a species, two 
fine-structure lines will have different A coefficients, hence 
different critical densities (ncrit) for thermalization of the 
emitting levels1. In the low density limit (n<<ncrit), every 
collisional excitation leads to the emission of a photon, so that 
the line ratio is constant (Fig. 1). In the high density limit 
(n>>ncrit), the levels populations are thermalized, and given by 
the Boltzman formula therefore yielding a second constant line 
ratio. Between the low and high density limits the ratios vary 

 
1 The critical density for thermalization of an emitting level is defined as 

the density at which collisional de-excitations of the level equal radiative de-
excitations.    

strongly with gas density as first one, and then the other 
emitting level is thermalized.  For the lines that arise in ionized 
gas regions, the level excitation potentials (energy above 
ground state) are much less than the ionized gas temperatures 
(~ 8000 K), so that level excitation is very insensitive to gas 
temperature.  However, neutral oxygen and carbon are found 
in neutral gas regions where gas temperatures are typically 
between 50 and 1000 K. Therefore, their line ratios are 
sensitive to gas temperature. The critical density of the carbon 
lines are relatively modest so that the levels are typically 
thermalized at the densities found in interstellar gas clouds.  
As such, the [CI] line ratio has proven to be a good 
temperature probe, and the lines trace gas column density, 
hence mass. 

The THz frequency fine-structure lines are also excellent 
probes of the hardness of the ambient interstellar radiation 
fields. The vast majority (~90%) of stars  in galaxies like the 
Milky Way are on the main sequence (MS) where they are 
fusing hydrogen into helium in their cores. Within the main 
sequence, stellar luminosities, LMS are strongly dependent on 
stellar mass, M: LMS ~ M3 to 3.5, so that the most massive stars 
dominate the interstellar radiation fields. Due to this steep 
dependence of L on M, the most massive stars also have the 
shortest lifetimes on the main sequence, WMS ~ M-2.5. More 
massive MS stars also have much higher effective surface 
temperatures, Teff so they put out much harder radiation fields. 
Therefore, presuming a stellar photospheric origin, a harder 
ambient radiation field indicates more massive stars on the 
main sequence, hence a younger stellar population.  The fine-
structure lines trace the radiation field hardness, hence the age 
of the starburst. It takes 14.5 eV photons to form N+ 
(equivalent Teff~ 33,000 K, or a B0 star), and 29.6 eV photons 
to form N++ (Teff~ 39,000 K or an O8 star), so that the 
[NII]/[NIII] line ratios are strongly indicative of the hardness 
of the ambient interstellar radiation field (Fig. 2). With an 
ionization potential of 35 eV, O++ takes even harder UV 
photons to form than N++. Therefore, the [OIII]/[NII] line 

Table 1:  Selected THz Spectral Lines 
Species   Trans.  E.P.1  O (Pm) Q (GHz) A (s-1)     ncrit (cm-3)2 
Oo 3P1 - 3P2 

3P0 - 3P1 
228 
329 

63.18 
145.53 

4745 
2060 

9.0u10-5 
1.7u10-5 

4.7u105(*) 
9.4u104(*) 

O++ 3P2 - 3P1 
3P1 - 3P0 

440 
163 

51.82 
88.36 

5786 
3393 

9.8×10-5 

2.6u10-5 
3.6×103 

510 
C+ 

2P3/2-2P1/2 91 157.74 1901 2.1u10-6 2.8u103(*) 

50 
N+ 3P2 - 3P1

 

3P1 - 3P0 
188 
70 

121.90 
205.18 

2459 
1461 

7.5×10-6 

2.1u10-6 
310 
48 

N++ 2P3/2-2P1/2 251 57.32 5230 4.8u10-5 2.1u103 
Co 3P2 - 3P1 

3P1 - 3P0 
63 
24 

370.42 
609.14 

809.3 
492.2 

2.7u10-7 

7.9u10-8 
1.2u103 

4.7u102 
12CO 

 
 
 
 

13CO 

J =13-12 
J =11-10 
J = 9 - 8 
J = 7 - 6 
J = 6 - 5 
J =12-11 
J = 8 - 7 
J = 6 - 5 

503 
365 
249 
155 
116 
413 
190 
111 

200.23 
236.60 
289.12 
371.65 
433.56 
226.89 
340.17 
453.48 

1497 
1267 
1037 
806.7 
691.5 
1321 
881.3 
661.1 

2.2×10-4 

1.3×10-4 

7.3×10-5 

3.4u10-5 

2.1u10-5 
1.5×10-4 

4.5u10-5 

1.9u10-5 

2.5×106 

1.4×106 

8.4u105 
3.9u105 
2.6u105 
1.6×106 

1.7u105 

2.3u105 
1Excitation potential, energy (K) of upper level above ground. 

2Collision partner for atoms are electrons except those marked 
with a (*).  These have collision partners of H and H2 (100 K). 

 
Fig. 1.  Ratio of the [NII] 122 µm to 205 µm fine-structure lines as a 
function of gas density (solid line).  The line ratio is a sensitive probe of gas 
density for HII regions with electron densities between 20 and 2000 cm-3.  
Also shown is the ratio of the [CII] 158 µm/[NII] 205 µm lines as a function 
of gas density.  This line ratio can be used to discern the fraction of the 
observed [CII] line that arises from ionized gas regions [1].   
 



• [N II] emission line 
• An excellent probe of star formation rate (SFR) and 
infrared dust luminosity (LIR) (Zhao et al. 2013) because 
the [N II] is less contaminated from the emission of older 
star due to an ionization potential higher than hydrogen.  

• Therefore, L[N II] may be a more accurate indicator of SFR 
the the more conventional LIR -derived estimates.

[N II] as Probe of SFR and LIR
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The hotter a star burns, the shorter will be its lifetime on the main sequence, τMS,
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where
τMS = stellar lifetime on the main sequence (years).

Massive stars have the greatest luminosities, are the largest contributors to the galactic 
UV flux, and have the shortest lifetimes. Their presence is indicative of recent star-forming 
activity and can be traced by the PDRs and atomic fine structure line emission they gen-
erate. In particular, the [NII] 205 μm line, with an ionization potential just higher than 
hydrogen, has been demonstrated to be an excellent probe of the star formation rate (SFR) 
and infrared dust luminosity (LIR) (Zhao et al., 2013),
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 (1.23)

 
log ( . . ) ( . . ) logL LIR NII= ± + ± [ ]4 51 0 32 0 95 0 05

 (1.24)

where
SFR = star formation rate (M⊙ yr−1)
L[NII] = luminosity of [NII] line (L⊙)
LIR = luminosity of dust in IR (L⊙)

The [NII] 205 μm line is less contaminated from the emission of older stars and less sub-
ject to instrument parameters than luminosity estimates made in the infrared. Therefore, 
when available, L[NII] may be a more accurate indicator of the star formation rate (SFR) 
than the more conventional LIR-derived estimates.

EXAMPLE 1.2

If the infrared luminosity, LIR, of a dust core is 1000 Lε, what is the expected luminosity 
of the [NII] line?

Start by solving Equation 1.24 for L[NII], assuming a zero error.
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• [N III]57µm/[N II]205µm line ratio 
• To probe the effective surface temperature, Teff, and spectral 
type of ionizing stars (B2V -O7.5V) 

• Multiple [O II]/[N II] line ratios 
• To constrain the spectral type of ionizing start for wide range 
of electron densities, ne

Spectral Classification of Ionizing Star
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ratios are even stronger indicators of Teff.  The [OII] 88/[NII] 
122 µm line is especially useful since the levels that emit these 
lines have similar critical densities, so that the resulting line 
ratio is very insensitive to density as well (Fig. 3). 

C. Neutral Gas Lines 
In astrophysical environments, as one moves away from the 

source of ionizing photons there is a transition from regions 
where hydrogen is fully ionized (the HII region) to the neutral 
gas clouds beyond. While HII regions and neutral gas clouds 
have size-scales of the order parsecs (3.1×1018 cm), the 
transition between the two is fairly abrupt. It is roughly given 
by the mean free path of a photon that is capable of ionizing H, 
or ~0.01 pc for typical interstellar gas densities. Photons with 
energies less than 13.6 eV escape the HII region and penetrate 
the neutral gas clouds beyond where they can ionize elements 
with ionization potentials less than 13.6 eV (e.g. C), and 
photodissociate molecules with dissociation energies less than 
13.6 eV (e.g. CO, H2, H2O ) forming a photodissociation 
region (PDR) (see [4]). The depth of the PDR into the cloud 
can be defined as the depth of penetration of photons capable 

of ionizing carbon. This depth is typically determined by the 
extinction of these photons by dust, and is roughly given by a 
visual extinction, AV~3, which corresponds to a hydrogen 
column density of 6×1021 cm-2, or ~1 pc for a typical gas 
density of 2000 cm-3. Within the PDR gas is heated by the 
photo-electric (PE) effect – whereby hot electrons are ejected 
from grains by FUV photons (6< hQ < 13.6 eV) and transfer 
their excess kinetic energy to the gas before recombining with 
grains. The efficiency of this heating mechanism depends on 
the grain charge. If the charge gets larger, more of the next 
photon’s energy is expended in freeing the electron from the 
positive potential of the grain, leaving less excess kinetic 
energy for heating the gas, thereby lowering gas heating 
efficiency. Therefore, the gas heating efficiency goes down as 
the ambient radiation field strength goes up. However, this can 
be mitigated by larger gas densities that will increase electron-
grain recombination rates, lowering the grain charge. The PE 
heating efficiency is typically 0.1 to 1%. The rest of the FUV 
radiation field goes into heating the grains which then emit in 
the THz continuum. The gas is primarily cooled through 
collisional excitation of the ground state fine-structure levels 
of C+ and O and subsequent emission in their THz lines. To a 
lesser extent, the neutral carbon fine-structure lines and the 
mid-J CO rotational lines are also important coolants for these 
PDRs. The combination of the [CII] (158 µm), and [OI] (63 
and 146 µm) fine-structure lines enables unique determination 
of PDR gas temperature and density. Since the combined 
luminosity of these lines gives the gas heating, and the 
luminosity of the THz dust continuum radiation is directly 
proportional to the luminosity of the ambient radiation fields, 
the ratio of the two yields the PE heating efficiency, hence 
strength of the ambient FUV radiation fields.  It can be shown 
(see [5-8]) that for most astrophysical environments that apply 
over kilo-parsec (kpc) scales in galaxies, the [CII]/far-IR 
continuum ratio in of itself is an excellent indicator of the FUV 
field strength and can be used as an indicator of the physical 
size of the astrophysical source. 

A challenge with the [CII] line is that it arises from both 
ionized and neutral gas regions, so that its diagnostic potential 
can be problematic.  Fortunately, the [NII] 205 µm line has the 
same critical density for excitation by electron impacts as [CII] 
so that the [CII]/[NII] 205 µm line ratio from HII regions is 
only a function of the assumed N+/C+ abundances within the 
HII region (see Fig. 1). Therefore, the 205 µm [NII] line 
strength yields the fraction of the observed [CII] emission that 
arises from ionized gas ([1]), and the [CII]/[NII] combination 
constrains the physical conditions and cooling of two major 
components (ionized and PDR) of the ISM.    

D. The Importance of the THz Fine-Structure Lines 
The THz fine-structure lines are bright. For star forming 

galaxies, the brightest of these lines is typically the 158 µm 
[CII] line which can be the brightest single spectral line from 
the galaxy as a whole, and typically accounts for between 0.1 
and 1% of far-IR luminosity of the system ([6]). From the 
Milky Way galaxy this amounts to 70 million solar 
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Fig. 2.  Ratio of the [NIII] 57 µm to [NII] 122 µm and  205 µm lines as a 
function of effective temperature of the ionizing star.  This line ratio is a 
very strong diagnostic of the most massive star on the main sequence with 
line ratios that grow by factors of 1000 when the stellar type changes from 
B2 to O7.5 stars (based on [2]). 
  

 
Fig. 3.  Ratio of the [OIII] 88 µm to [NII] 122 µm and 205 µm lines for three 
ionized gas densities as a function of Teffr of the ionizing star.  This ratio is 
extremely sensitive to Teff  and very insensitive to gas density, especially the 
[OIII] 88 to/[NII] 122 µm ratio [3], based on [2]. 
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ratios are even stronger indicators of Teff.  The [OII] 88/[NII] 
122 µm line is especially useful since the levels that emit these 
lines have similar critical densities, so that the resulting line 
ratio is very insensitive to density as well (Fig. 3). 

C. Neutral Gas Lines 
In astrophysical environments, as one moves away from the 

source of ionizing photons there is a transition from regions 
where hydrogen is fully ionized (the HII region) to the neutral 
gas clouds beyond. While HII regions and neutral gas clouds 
have size-scales of the order parsecs (3.1×1018 cm), the 
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or ~0.01 pc for typical interstellar gas densities. Photons with 
energies less than 13.6 eV escape the HII region and penetrate 
the neutral gas clouds beyond where they can ionize elements 
with ionization potentials less than 13.6 eV (e.g. C), and 
photodissociate molecules with dissociation energies less than 
13.6 eV (e.g. CO, H2, H2O ) forming a photodissociation 
region (PDR) (see [4]). The depth of the PDR into the cloud 
can be defined as the depth of penetration of photons capable 

of ionizing carbon. This depth is typically determined by the 
extinction of these photons by dust, and is roughly given by a 
visual extinction, AV~3, which corresponds to a hydrogen 
column density of 6×1021 cm-2, or ~1 pc for a typical gas 
density of 2000 cm-3. Within the PDR gas is heated by the 
photo-electric (PE) effect – whereby hot electrons are ejected 
from grains by FUV photons (6< hQ < 13.6 eV) and transfer 
their excess kinetic energy to the gas before recombining with 
grains. The efficiency of this heating mechanism depends on 
the grain charge. If the charge gets larger, more of the next 
photon’s energy is expended in freeing the electron from the 
positive potential of the grain, leaving less excess kinetic 
energy for heating the gas, thereby lowering gas heating 
efficiency. Therefore, the gas heating efficiency goes down as 
the ambient radiation field strength goes up. However, this can 
be mitigated by larger gas densities that will increase electron-
grain recombination rates, lowering the grain charge. The PE 
heating efficiency is typically 0.1 to 1%. The rest of the FUV 
radiation field goes into heating the grains which then emit in 
the THz continuum. The gas is primarily cooled through 
collisional excitation of the ground state fine-structure levels 
of C+ and O and subsequent emission in their THz lines. To a 
lesser extent, the neutral carbon fine-structure lines and the 
mid-J CO rotational lines are also important coolants for these 
PDRs. The combination of the [CII] (158 µm), and [OI] (63 
and 146 µm) fine-structure lines enables unique determination 
of PDR gas temperature and density. Since the combined 
luminosity of these lines gives the gas heating, and the 
luminosity of the THz dust continuum radiation is directly 
proportional to the luminosity of the ambient radiation fields, 
the ratio of the two yields the PE heating efficiency, hence 
strength of the ambient FUV radiation fields.  It can be shown 
(see [5-8]) that for most astrophysical environments that apply 
over kilo-parsec (kpc) scales in galaxies, the [CII]/far-IR 
continuum ratio in of itself is an excellent indicator of the FUV 
field strength and can be used as an indicator of the physical 
size of the astrophysical source. 

A challenge with the [CII] line is that it arises from both 
ionized and neutral gas regions, so that its diagnostic potential 
can be problematic.  Fortunately, the [NII] 205 µm line has the 
same critical density for excitation by electron impacts as [CII] 
so that the [CII]/[NII] 205 µm line ratio from HII regions is 
only a function of the assumed N+/C+ abundances within the 
HII region (see Fig. 1). Therefore, the 205 µm [NII] line 
strength yields the fraction of the observed [CII] emission that 
arises from ionized gas ([1]), and the [CII]/[NII] combination 
constrains the physical conditions and cooling of two major 
components (ionized and PDR) of the ISM.    

D. The Importance of the THz Fine-Structure Lines 
The THz fine-structure lines are bright. For star forming 

galaxies, the brightest of these lines is typically the 158 µm 
[CII] line which can be the brightest single spectral line from 
the galaxy as a whole, and typically accounts for between 0.1 
and 1% of far-IR luminosity of the system ([6]). From the 
Milky Way galaxy this amounts to 70 million solar 
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Fig. 2.  Ratio of the [NIII] 57 µm to [NII] 122 µm and  205 µm lines as a 
function of effective temperature of the ionizing star.  This line ratio is a 
very strong diagnostic of the most massive star on the main sequence with 
line ratios that grow by factors of 1000 when the stellar type changes from 
B2 to O7.5 stars (based on [2]). 
  

 
Fig. 3.  Ratio of the [OIII] 88 µm to [NII] 122 µm and 205 µm lines for three 
ionized gas densities as a function of Teffr of the ionizing star.  This ratio is 
extremely sensitive to Teff  and very insensitive to gas density, especially the 
[OIII] 88 to/[NII] 122 µm ratio [3], based on [2]. 

Stacey et al. (2011)



• [C II]158µm & [N II]205µm obs. by SOFIA 
• Highly ionized gas of the WIM at the inner edge of the 
Scutum arm tangency sampled along18 LOS (l=30.0-31.75°) 

• Strong [N II] emission throughout the Scutum tangency and 
decreases exponentially with latitude with a scale height~55pc

Ionized Gas in the Scutum Arm

Langer et al. (2017)

W. D. Langer et al.: Ionized gas in the Scutum spiral arm as traced in [N ii] and [C ii]
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Fig. 3. The 18 lines of sight observed in [C ii] and [N ii] are indicated by
white crosses superimposed on a 21 cm continuum map of the Scutum
tangency region (Stil et al. 2006). The primary reference o↵ positions
are labeled as are the secondary and tertiary reference positions.

(Heyminck et al. 2012) onboard SOFIA (Young et al. 2012). The
upper state of C+, 2P3/2, lies at an energy, E/k, about 91.2 K
above the ground state, and the upper states of N+, 3P1 and
3P2, lie at 70.1 K and 188.2 K, respectively, above the ground
state. Our program (proposal ID 04_0033; PI Langer) was part
of the Guest Observer Cycle 4 campaign. The observations
were made between May 12 and June 10, 2016 on six flights
spread over SOFIA flights #296 to #308. Both [C ii] and [N ii]
spectra were observed simultaneously in GREAT configuration:
LFA+H+V/L1 with [C ii] in LFA:LSB and [N ii] in L1:USB.
The typical observing time on each target was in the range of 15
to 30 min.

[C ii] and [N ii] are widespread throughout the Galaxy so
finding a clean o↵ position for proper calibration is a challenge
in observing the Scutum spiral arm. The telescope on SOFIA
cannot slew more than 0�.4 to 0�.8 from the ON to the OFF po-
sition, and it was thus necessary to observe [C ii] and [N ii] in
a series of steps in b starting at a latitude where the emission is
weak enough to provide a clean OFF position. In practice even
the largest b value was not always absolutely clean of emission,
but it was generally weak enough to use as a reference posi-
tion. The observing scenario, therefore, used a set of primary,
secondary and tertiary reference positions located at b = 1�.7,
0�.9, and 0�.25, respectively as shown in Fig. 3. The primary ref-
erence positions, the LOSs at b = 1�.7, were observed with re-
spect to an OFF position at b = 2�.1 at the same longitude. These
LOS at (l, b) = (30�.0, 1�.7) and (31�.0, 1�.7) were then used as
primary reference positions for observations at lower values of
b, two of which at b = 0�.9 then could be used as secondary
reference positions (see Fig. 3) for LOS at yet lower values
of b. This procedure was repeated one more time and a set of
tertiary reference positions were established at b = 0�.75 (see
Fig. 3). In this scheme each target LOS used the nearest (up to

Fig. 4. The seven [C ii] spectra observed by upGREAT (black) and the
central [N ii] spectrum (red) observed by GREAT towards (l, b) = (30�.0,
0�.0). While the overall shapes of the [C ii] lines across the Scutum spi-
ral arm (Vlsr = 60 to 130 km s�1) within each pixel are similar, the small
di↵erences among them demonstrate that there is structure due to in-
dividual cloud components. The [N ii] emission in the central pixel is
detected across the entire velocity range of [C ii] in the Scutum arm.

within 0�.8) primary/secondary/tertiary reference position. The
calibrated emission spectra at the reference positions were then
added incrementally in a hierarchical manner to the respective
target spectra.

The dual-polarization 7-pixel upGREAT array has a FWHM
beam size of 1400 at 1.9 THz. The array is arranged in a hexago-
nal pattern with a central beam. The beam spacing is approx-
imately two beam widths and the array has a footprint about
6700 across. At the distance to the Scutum arm tangency, ⇠7 kpc
(see Sect. 4), each pixel corresponds to ⇠0.5 pc and the array
stretches across ⇠2.3 pc. The [N ii] lines were observed with the
GREAT receiver which has only one dual-polarization pixel with
a FWHM beam size of 1900 at 1.4 THz. The [N ii] single pixel
is centered on the central [C ii] (pix_1), as shown in Fig. 4 for
(30�.0, 0�.0). It can be seen that to first order the overall shape of
the [C ii] emission is similar across the array, however there are
small scale variations reflecting the individual gas components.
This variation on 2000 scale is not surprising considering that the
7-pixel footprint of upGREAT covers ⇠2.3 pc across, and prob-
ably includes a number of di↵erent cloud components. Only for
the central pixel (pix_1) do both [C ii] and [N ii] have identical
pointings. Therefore for all analysis comparing their intensities
we use only the [C ii] central pixel. For all other analysis of large
scale or global characteristics of [C ii] emission, for example in
comparison to molecular gas traced by 13CO, we use the [C ii]
spectra averaged over all 7 pixels because this average roughly
matches the beam sizes of the CO auxiliary data. The intensities
have been converted to main beam temperature, Tmb(K), using
beam e�ciencies, ⌘mb([C ii]) = 0.65 and ⌘mb([N ii]) = 0.66 with
a forward e�ciency, ⌘for = 0.97 (Röllig et al. 2016). The rms
noise for Tmb(K) in the calibrated spectra shown in Fig. 5 are in
the range of 0.05 to 0.17 K for [N ii], 0.04 to 0.25 K for [C ii]
averaged over 7 pixels, and 0.08 to 0.30 K in pixel #1. To avoid
the propagation of noise from the o↵ position, we add to the tar-
get spectrum only o↵ source spectral intensities that are above
1.5 times the rms noise. This approach is particularly important
to minimize adding noise to the spectra since a majority of the
target LOS spectra use multiple o↵ source spectra for reference.
The large variation in the noise levels in these spectra are due to
the di↵erences in the observing duration used for each LOS.
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Fig. 5. Left: emission spectra of [C ii] (blue and black), [N ii] (red), and 13CO (green) for the ten lines of sight that are within b = ±0�.25 are plotted
as Tmb versus velocity. The central [C ii] pixel is plotted in blue and the average of the seven [C ii] pixels is plotted in black. The single and average
[C ii] emission profiles are similar but not exactly identical owing to variations in emission across the footprint of the upGREAT array. The black
vertical dashed line marks the tangent velocity of the Scutum spiral arm. Right: same as in the left panel for the eight lines of sight with b > 0�.25.
The downward black arrows mark a few of the clearly evident [C ii] absorption features.

In addition to the SOFIA [C ii] and [N ii] observations we
use auxiliary H i and 13CO(1–0) data from public archives, [N ii]
from Herschel PACS and HIFI at (30�.0, 0�.0) and (31�.2766, 0�.0)
(Goldsmith et al. 2015; Langer et al. 2016), and [C ii] with HIFI
(Langer et al. 2016). The H i 21 cm data are taken from the VLA
Galactic plane survey (VGPS; Stil et al. 2006). The 13CO(1–
0) data from the Galactic Ring Survey (GRS; Jackson et al.
2006). We extracted the spectra for the LOSs observed by
SOFIA from these survey data, which are available as Galac-
tic longitude-latitude-VLSR spectral line data cubes. Both VGPS
and GRS surveys have comparable angular resolution of 10 and

4000, respectively. The spectral resolution in the HI VGPS is
1.56 km s�1 with rms noise of 2K and in the 13CO GRS the
spectral resolution is 0.21 km s�1 with rms of 2 K.

3. Results

In this section we describe the characteristics of the spectral
features and the morphology of the Scutum tangency traced
by [C ii] and [N ii]. We use the VLSR velocity structure in the
line profiles to infer that the spiral arm gas components are
roughly distributed in di↵erent layers of the arm ranging from
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The downward black arrows mark a few of the clearly evident [C ii] absorption features.
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The downward black arrows mark a few of the clearly evident [C ii] absorption features.
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• There is highly ionized gas within the arm with 1-20 times 
electron density of the interarm WIM 

• [N II] emission arises from shock compression layers of the 
WIM, accelerated by the gravitational potential of the arm

Ionized Gas in the Scutum Arm

Langer et al. (2017)

W. D. Langer et al.: Ionized gas in the Scutum spiral arm as traced in [N ii] and [C ii]

Fig. 9. A schematic radial cross section view of the spiral arm perpen-
dicular to the LOS to Scutum spiral arm tangency showing the inner to
outer edges of the spiral arm (this sketch is not to scale). The molecular
gas layer traced by 13CO is shown by a thick blue line. Dashed lines
show two representative radial velocities and corresponding Galactic
locations. The red arc indicates the spiral density wave shock. The lo-
cation of W43, from the study by Zhang et al. (2014), is marked on the
schematic.

4.3. z-distribution

In principle the scale height of the gas in the disk is a measure of
the di↵erent forces in the disk, such as gravity and pressure, and
thus the energy insertion in the disk. The mass distribution arises
from stars, the ISM, and dark matter. The pressure is a result of
thermal energy, random motion of clouds, cosmic ray and mag-
netic pressure, while supernovae and OB-associations provide
energy injection that may drive gas into the halo. [C ii] obser-
vations with Herschel HIFI made possible the determination of
the mean distribution of the gas traced by C+. However, because
[C ii] traces many di↵erent gas components, to get the scale
heights of the di↵erent ISM components it is necessary to sep-
arate out the di↵erent scale heights by associating the emission
coming from CO, H i, and WIM regions. Velusamy & Langer
(2014) analyzed the distribution of all the [C ii] emission de-
tected by the GOT C+ survey as a function of z and found that the
average scale height for [C ii] (all gas components) is ⇠170 pc,
larger than that for CO, but smaller than that for H i, as might be
expected. They found that [C ii] from the WIM and H i combined
had a scale height ⇠330 pc, larger than H i alone. However, with
[C ii] alone, they were unable to separate the scale height of the
weakly and highly ionized gas. From other studies the highly
ionized di↵use gas is known to have a number of components
and extend high above the plane.

To determine the z-distribution of the ionized gas traced by
[C ii] and [N ii] we averaged the spectra for each value of b us-
ing observations at adjacent longitudes. This approach reduces
the risk that we might have an unusually bright source of emis-
sion in the beam and improves the signal-to-noise at the higher
latitudes where the emission is weak. To derive the z-distribution
of the intensity of [C ii] and [N ii] in the WIM we restrict the cal-
culation of intensity to Vlsr = 110 to 125 km s�1 where there is
no CO gas (see Fig. 6).

In Fig. 8 we plot the integrated intensity of [C ii] and [N ii] as
a function of b, for two di↵erent velocity ranges, 100–125 km s�1

(left panel) and 110–125 km s�1 (right panel), where the sym-
bols indicate the number of averaged LOS. The left panel also
includes the integrated 13CO intensity profile (dashed line) as a
function of b. The 13CO intensity profile is computed using the
GRS data cube (Jackson et al. 2006). Note that the CO profile
near b = 0�.0 is uncertain due to complexity in the distribution of
strong 13CO emission as seen in Fig. 2. Nevertheless the high lat-
itude values demonstrate how sharply the 13CO emission drops.
It is nearly zero by b = 0�.5, and evidently has a much smaller
scale height than [C ii] and [N ii]. In the right panel, where the
velocity range corresponds only to WIM gas without any evident
molecular component, we find that the data points are roughly
consistent with an exponential, I = I0 exp(�(b � �b)/b0) with a
scale height b0 = 0�.45 and o↵set from plane �b = 0�.05. Within
the uncertainty in the measured intensities both [C ii] and [N ii]
have similar z-scales of ⇠55 pc assuming a distance of 7 kpc to
the tangency. These scale heights do not measure the distribution
of the gas density but are measures of the [C ii] and [N ii] emis-
sion from the WIM, because their intensities are proportional to
n(e)2, and thus at some point below the sensitvity of the [C ii]
and [N ii] surveys.

[C ii] observations with Herschel HIFI made possible the de-
termination of the radial distribution of the gas traced by C+.
However, because [C ii] traces many di↵erent gas components it
is necessary to separate out the di↵erent scale heights by deter-
mining the C+ emission coming from CO, H i, and WIM regions.
To separate out the di↵erent [C ii] sources, Velusamy & Langer
(2014) correlated the intensities in 3 km s�1 wide velocity bins,
“spaxels”, in each [C ii] velocity profile with the corresponding
spaxel intensities in the 12CO, 13CO and H i velocity profiles, and
found that the [C ii] Gaussian scale height for z in the Scutum
tangency is smaller than the average value for [C ii] for the disk
as a whole. There are a number of possible reasons for the dif-
ference. The spaxel analysis was a global average across the disk
which had more sensitivity at higher values of b and thus may
detect more emission higher in the plane. Second, the Scutum
tangency has many active regions of star formation and thus po-
tentially more heating UV. Thus the [C ii] emission in the plane
(|b| . 0�.5) may be much stronger than the radial average in the
plane found by Pineda et al. (2013) and thus skew the fit to a
smaller scale height.

4.4. The Source of [N II] and [C II] in the Scutum arm

The schematic diagram in Fig. 9 illustrates the proposed struc-
ture of the gas layers of the Scutum arm as inferred from the
observed velocity structure of the gas components traced by
[C ii], [N ii], and 13CO. In this picture only the WIM is traced
by [N ii] and [C ii] at VLSR > 110 km s�1 and the red curve
indicates where a shock might form, while the denser molec-
ular gas layer is traced by 13CO at VLSR < 110 km s�1. We
use the unique viewing geometry (as shown in the Fig. 9) of
the tangency to derive the cross-section view across the spiral
arm, from the inner to outer edge, as a function Galacto-centric
radial distance (RG). We use the VLSR–RG relationship assum-
ing pure Galactic rotation, with rotation velocities of 235 km s�1

and 220 km s�1 at RG = 4 kpc and Rsun = 8.34 kpc, respec-
tively (cf. Reid et al. 2014, 2016). Thus the velocity resolved
[C ii], [N ii], and 13CO spectral data delineate the gas layers of
the spiral arm. The low surface brightness [C ii] and [N ii] emis-
sion observed at VLSR > 110 km s�1, which are without associ-
ated 13CO, is clearly from low density ionized WIM gas located

A59, page 9 of 11

A&A 607, A59 (2017)

[CII] & [NII] Residual: 
In WIM Gas 

GaussFit components 
In Molecular Gas 

Scutum spiral arm tangency: l = 30.0! to 31.75! 

[CII] 
[NII] 
13CO 
HI/50 

[CII] 
[NII] 
13CO 

Fig. 6. Top: spectra for the atomic, molecular, and ionic gas tracers, H i
(blue), 13CO (green), [C ii] (black), and [N ii] (red), averaged over all
LOS within b = ±0�.25 plotted as main beam temperature, Tmb, versus
VLSR. The ionized gas tracers are seen to extend to much higher veloc-
ities, corresponding to the innermost leading edge of the Scutum arm,
than the molecular gas as traced by 13CO. Bottom: expanded view of
the ionized gas emission after subtracting out the [C ii] and [N ii] emis-
sion arising from the molecular clouds traced by 13CO. The solid green
curves represent two of the Gaussian components fit to the 13CO emis-
sion. The dashed green curve is the residual 13CO after subtraction.
Gaussian profiles were used to fit the [C ii] and [N ii] emission asso-
ciated with the gas at velocities <110 km s�1, while keeping their VLSR
at the peak and FWHM the same as the 13CO, and only adjusting their
peak intensities. Thus what remains for VLSR � 110 km s�1 is the [C ii]
and [N ii] excess arising solely from the highly ionized gas with no as-
sociated CO.

The strong correlation between the [C ii] and [N ii] emis-
sion in the right-subpanel is indicative of [C ii] emission arising
from ionized gas with negligible contribution from neutral H i
gas (see Sect. 4.2). The two shaded regions in the lower panel
represent schematically the molecular gas (left) and WIM gas
(right). The fact that the 13CO residual (dashed green line) is
negligible shows that the emission in all gas components within
the molecular gas layers of the Scutum spiral arm are well ac-
counted for by the two Gaussian profiles (green lines) with
linewidths (FWHM) ⇠ 7–8 km s�1 and centered at VLSR ⇠ 98
and 105 km s�1, respectively. Therefore, we conclude that the
[C ii] and [N ii] residuals (black and red profiles, respectively) in
the lower panel clearly delineate WIM gas that is well isolated
from the molecular spiral arm. Note that the two Gaussian fits

to the molecular spiral arm are also consistent with 13CO in the
(l–VLSR) map shown in Fig. 2.

4. Discussion

Our SOFIA observations provide a rich data set of velocity re-
solved [C ii] and [N ii] emissions in the Scutum tangency. Our
results show widespread clear detections of [C ii] and [N ii]
along all LOSs, especially, at velocities VLSR = 60 to 125 km s�1

and at |b| < 0�.25. Although weaker at higher latitudes there is
detectable emission at least up to b = 1�.3. The unique combina-
tion of [C ii] and [N ii] provides a powerful tool to analyze the
ionized gas component in spiral arms and the ability to isolate
[C ii] emission in the neutral and ionized gases.

In general the WIM is a highly ionized, low density, n(e) ⇠
0.02 to 0.1 cm�3, high temperature, Tk = 6000 to 10 000 K
gas that fills a 2–3 kpc layer around the Galactic midplane (cf.
Ferrière 2001; Cox 2005; Ha↵ner et al. 2009). It is estimated to
contain about 90% of the ionized gas in the Galaxy and has a fill-
ing factor of order 0.2 to 0.4, which may depend on height above
the plane. At the midplane the filling factor may be as small
as 10%. It has been studied with pulsar dispersion measure-
ments (Cordes & Lazio 2003), H↵ emission (Ha↵ner et al. 2009,
2016), and nitrogen emission lines in the visible (Reynolds et al.
2001). More recently the WIM has been detected in absorption
with [N ii] (Persson et al. 2014). The [C ii] and [N ii] emission
lines can also be used to map the WIM, however, the low densi-
ties of the WIM make it di�cult to detect their emission through-
out most of the Galaxy. However, the spiral arm tangencies o↵er
a unique geometry that enables the detection of the WIM in [N ii]
and [C ii] because they correspond to regions with a very long
path length in a relatively narrow velocity dispersion. The WIM
has been detected in [C ii] emission by Velusamy et al. (2012,
2015) along the tangencies of the Perseus, Norma, Scutum, and
Crux arms, and they derive higher densities than the interarm
WIM. Clearly the WIM in spiral arms is di↵erent from that
throughout the Galactic disk. In this section we investigate the
extended properties of the warm ionized medium as traced by
[C ii] and [N ii] in the tangency region of the Scutum arm.

For the analysis and interpretation of the [C ii] and [N ii]
emission we adopt a distance of ⇠7 kpc for the Scutum tan-
gency estimated using the observed VLSR and the Galactic ro-
tation model. In Fig. 7 we show the distance–VLSR relationship
for the Galactic longitude of the Scutum tangency (l = 31�.0) de-
rived using the rotation curve given by Reid et al. (2014) in their
Fig. 4 and the Galactic rotation parameters for their Model A5.
The rotation velocities in this model for Galactocentric distance,
RG > 4 kpc, is quite valid for the location of the Scutum tan-
gency. The WIM component observed at VLSR > 110 km s�1

is located at the distance of the tangent points, ⇠7 kpc and ex-
tends about ±1 kpc. We note that the distance–VLSR relationship
plotted in Fig. 7 yields a distance of 5.5 kpc for the star form-
ing region W43 (for VLSR = 95–110 km s�1) which is consis-
tent with a distance of 5.5 kpc, obtained from maser parallaxes
(Zhang et al. 2014). Thus the Galactic bar-spiral arm interaction
region containing W43 appears to be just outside the outer part
of the Scutum tangency (see Fig. 9).

4.1. Electron density of the Scutum WIM

Nitrogen ions have two fine structure transitions, 3P1 !3P0 at
205 µm and 3P2 !3P1 at 122 µm, and these can be used with
an excitation model to calculate the electron density and column
density N(N+). The 122 µm line needs to be observed from space
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